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ABSTRACT

EVIDENCE FOR ELECTRON NEUTRINO FLAVOR CHANGE THROUGH

MEASUREMENT OF THE

8

B SOLAR NEUTRINO FLUX AT THE SUDBURY

NEUTRINO OBSERVATORY

Mark S. Neubauer

Eugene W. Beier

The Sudbury Neutrino Observatory (SNO) is a water Cerenkov dete
tor designed

to study solar neutrinos. Using 1 kiloton of heavy water as the target and dete
tion

medium, SNO is able to separately determine the 
ux of ele
tron neutrinos (�

e

) and

the 
ux of all a
tive neutrinos from the Sun by measuring the rate of 
harged 
urrent

(CC) and neutral 
urrent (NC) intera
tions with deuterons. A 
omparison of these

intera
tion rates allows for dire
t observation of solar neutrino os
illations. SNO


an also sear
h for os
illations by 
omparing the rate of CC and neutrino-ele
tron

elasti
 s
attering (ES) events, sin
e ES has both 
harged 
urrent and neutral 
urrent

sensitivity.

In this thesis, we present measurement of the

8

B solar �

e


ux of 1:78

+0:13

�0:14

(stat+syst)

�10

6


m

�2

s

�1

(35% BP2000 SSM) through measurement of the CC rate over 169.3

days of livetime. We have also measured the

8

B 
ux from the ES rea
tion to be

2:56

+0:48

�0:45

(stat+syst), 
onsistent with measurements by previous water Cerenkov ex-

periments. A 
avor analysis 
omparing the CC measured 
ux with that determined

through ES by SuperKamiokande yields a non-�

e

a
tive neutrino 
ux from

8

B of

3:62

+1:06

�1:08

� 10

6


m

�2

s

�1

, providing eviden
e for �

e

! �

�;�

os
illations as a solution to

the solar neutrino problem. This result ex
ludes pure solar �

e

! �

s

os
illations at

greater than the 99.7% C.I. The total a
tive

8

B neutrino 
ux has been measured to

vi



be 5:39

+1:07

�1:09

� 10

6


m

�2

s

�1

, 
onsistent with BP2000 SSM predi
tions. First analyses

of the CC (N

Hit

) spe
trum and hep 
ux in SNO are presented. The CC spe
trum is

found to be a good �t to expe
tations from an undistorted

8

B spe
trum, and global

best �t va
uum os
illation solutions are disfavored over the other solutions by the

data. Through observations near the

8

B endpoint with 
onsideration of energy sys-

temati
s, hep 
ux limits of 4.1 (90% C.I.) and 6.9 (99% C.I.) times SSM expe
tations

are obtained. A statisti
al �t for the hep 
ux signal yields a 3� upper limit of 3.2

times the SSM expe
ted 
ux.
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Chapter 1

Introdu
tion

1.1 Neutrinos in Parti
le Astrophysi
s

Neutrinos play an important role in our understanding of both parti
le physi
s and as-

trophysi
s. The fa
t that neutrinos intera
t very weakly with ordinary matter allows

one to gain insight into neutrino produ
ing astrophysi
al pro
esses over the informa-

tion obtained with more traditional 
arriers of astrophysi
al information (photons,


osmi
 rays) that 
an be obs
ured by intera
tions with intervening matter. While

this weakly intera
ting nature of neutrino intera
tions represents a blessing for di-

re
tly probing otherwise ina

essible regions of the 
osmos, it poses real te
hni
al


hallenges for neutrino dete
tion. Neutrino dete
tors must have very large intera
-

tion masses and even then are only sensitive to sour
es whi
h produ
e a large 
ux of

neutrinos in
ident at the dete
tor lo
ation.

Be
ause of these diÆ
ulties, many fundamental properties of neutrinos are not well

known. In fa
t, the neutrino asso
iated with heaviest 
harged lepton - the tau neu-

trino - has only been dire
tly observed through its intera
tions re
ently [1℄. Neutrino

1



masses are of parti
ularly fundamental interest to parti
le physi
s and astrophysi
s.

Neutrinos are assumed massless in the Standard Model, yet long-standing hints from

the observed de�
it of solar ele
tron neutrinos and the strong eviden
e in favor of

neutrino mass from observations of atmospheri
 neutrinos by the Kamiokande and

SuperKamiokande experiments has established that this des
ription of nature is in-


omplete. Extensions to the Standard Model, su
h as those impli
it in some Grand

Uni�ed Theories and more exoti
 s
enarios like extra dimensions, naturally in
orpo-

rate neutrino mass into their theoreti
al framework. It is likely that further study

of neutrino properties su
h as masses and mixing parameters will play a 
riti
al role

in determining whi
h, if any, of these theories are 
orre
t models of new physi
s.

Neutrinos are also very important for 
osmology, as even small masses 
an yield a

substantial 
ontribution to the overall mass of the universe. In this 
ontext, massive

neutrinos have been proposed as possible hot dark matter 
andidates. Nu
leosyn-

thesis models and supernova dynami
s are also a�e
ted by neutrino masses and the

lepton number violation implied by os
illations.

The main fo
us of this thesis is to present an analysis of data 
olle
ted by the Sud-

bury Neutrino Observatory (SNO) in an attempt to answer some of these questions

through study of neutrinos produ
ed by the Sun.

1.2 Organization of this Thesis

This thesis has two main goals. One goal is to present to the reader an analysis of the

existing SNO data performed by the author along with 
on
lusions that 
an be drawn

from the obtained results. The other goal is to provide a high-level do
umentation

base for spe
i�
 items worked on by the author that are of lasting importan
e for the

2



experiment. More detailed information on these items 
an be found elsewhere in the

referen
es.

The organization of this thesis is as follows. Chapter 2 des
ribes solar neutrinos

and presents the motivation for doing an experiment like SNO. The SNO dete
tor is

des
ribed in Chapter 3. Event re
onstru
tion is des
ribed Chapter 4, with emphasis

pla
ed on a re
onstru
tion method developed by the author that is used for the

analysis presented in this thesis. Calibration of the dete
tor elements is des
ribed in

Chapter 5. The start of the analysis of 
alibrated and re
onstru
ted neutrino data

is Chapter 6, where data redu
tion is des
ribed. Chapters 8 and 9 then present the

experimental results and the physi
s 
on
lusions that 
an be drawn from these results.

Finally, three appendi
es des
ribe in more detail some proposed future dire
tions for

the re
onstru
tion method developed by the author, present a method for improving

energy s
ale un
ertainties through expli
it use of 
alibration data to 
orre
t Monte

Carlo, and follow-up the dis
ussion of trigger eÆ
ien
y in Chapter 5.
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Chapter 2

Solar Neutrinos

In this 
hapter, we tou
h upon the very ri
h subje
t of neutrino physi
s and in-

vestigate what 
an be learned from studying solar neutrinos. This naturally leads

into a dis
ussion of the Sudbury Neutrino Observatory, whi
h has great potential for

de�nitively solving the long-standing problem of an observed de�
it of solar ele
tron

neutrinos observed by previous experiments.

2.1 Neutrino Physi
s in the Standard Model

Wolfgang Pauli postulated the existen
e of the neutrino in 1930 to explain the 
on-

tinuous ele
tron energy spe
trum observed in nu
lear beta de
ay. Sin
e then, all

three neutrino types (�

e

, �

�

, �

�

) thought to exist in the standard paradigm have

been dire
tly observed through their intera
tions with other matter. Many inter-

esting properties of neutrinos have been un
overed - neutrino heli
ity, weak neutral


urrents, dire
t mass limits. These and many other important dis
overies in parti
le

physi
s have allowed a 
onsistent theory of parti
les and their ele
tromagneti
, strong

4



and weak intera
tions to be developed. The 
ontinued su

ess of this theory despite

intense experimental s
rutiny 
ontinues to amaze and, for the same reasons, frustrate

those involved in parti
le physi
s resear
h.

In the Standard Model of parti
le physi
s des
ribing the ele
troweak and strong

intera
tions, neutrinos have some rather unique properties that set them aside from

the other fundamental parti
les. Unlike the other fundamental fermions in the Stan-

dard Model, neutrinos only experien
e the weak intera
tion - that is, neutrinos 
arry

no ele
tri
 or 
olor 
harges - and are assumed to be massless. This latter assumption

is intimately tied to observation that only left-handed (right-handed) neutrinos (anti-

neutrinos) parti
ipate in weak intera
tions. The fa
t that neutrinos only parti
ipate

in the weak intera
tions is what makes neutrinos so diÆ
ult to dete
t and study be-


ause these for
es - mediated by massive W

�

and Z

o

bosons - are so weak 
ompared

to the other for
es

1

. All fermioni
 parti
les feel the weak for
e, but this intera
tion is

typi
ally masked by the dominan
e of ele
tromagneti
 and strong for
es experien
ed

the quarks and 
harged leptons.

Despite the 
ontinued su

ess of Standard Model predi
tions, it is generally a
-


epted to be an in
omplete des
ription of nature in need of generalization. For ex-

ample, it is not at all 
lear how to in
orporate gravity into the theory. In fa
t, the

Standard Model in its present form runs into diÆ
ulties at gravitational mass s
ales

where quantum e�e
ts be
ome important (hierar
hy problem). The theory also does

not make dire
t predi
tions of fermion masses nor does it explain why there are three

generations of fermions.

Another potential problem for the Standard Model is the assumption of mass-

less neutrinos related to the observation of neutrinos in only one heli
ity state (left-

1

ex
ept for gravity, whi
h is weakest of all the for
es.

5



handed). There is a growing body of eviden
e in strong favor of neutrino mass,

parti
ularly from observations of solar (des
ribed in Se
tion 2.3) and atmospheri


neutrinos. If neutrinos do indeed have mass, then the smallness of their masses 
om-

pared to their 
harged lepton 
ounterparts 
ould be an indi
ation of some underlying

symmetry, or may at least yield some important 
lues as to how to 
onstru
t a more

general theory. In
orporating neutrino mass into the existing framework may also tell

us something interesting about neutrino properties themselves, su
h as whether neu-

trinos are Dira
 or Majorana (i.e. their own antiparti
les) parti
les unlike the other

fermions or whether they mix with other neutrino states (i.e. os
illations). It is the

possibility of elu
idating new physi
s whi
h makes the study of neutrinos 
urrently

su
h an interesting �eld of parti
le physi
s resear
h.

2.2 The Standard Solar Model

The Sun is a sour
e of neutrinos. This has been established by water Cerenkov ex-

periments - the SNO experiment in
luded [2, 3℄ - whi
h have sensitivity to in
ident

neutrino dire
tion. The question one now wants to ask is how well the measured rate

and energy spe
trum of solar neutrinos agree with expe
tations from our understand-

ing of how the Sun works. To answer this question, one �rst needs a model of the

Sun whi
h predi
ts the neutrino 
ux. The Standard Solar Model (SSM) is brie
y

des
ribed in this se
tion - see [4, 5℄ for a more 
omplete des
ription. Solar neutrino

measurements from existing experiments are presented in Se
tion 2.3.

The Sun is powered by nu
lear fusion rea
tions whi
h 
onvert hydrogen into helium

deep inside the solar 
ore. Ele
tron-type neutrinos are produ
ed as a byprodu
t of

6
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Figure 2.1: Nu
lear rea
tions involved in the pp 
hain. From [4℄.

these fusion rea
tions. The dominant overall rea
tion

2

.

4p+ 2e

�

!

4

He + 2�

e

+ 26:7 MeV (2.1)

pro
eeds through a set of nu
lear rea
tions 
alled the pp 
hain. The majority (� 97%)

of the 26.7 MeV is released in the form of photons, with the remainder going into

kineti
 energy of the neutrinos (and heavy parti
les) produ
ed. The photon energy is

transported to the surfa
e of the Sun where it is emitted as sunlight. Figure 2.1 shows

the nu
lear rea
tions involved in the pp 
hain, with the neutrino-produ
ing rea
tions

labeled in parentheses.

Solar model 
al
ulations are used to 
al
ulate, among other solar quantities, the


ux of neutrinos produ
ed by the Sun. It is important to note that the energy spe
-

2

>98% of the solar luminosity and neutrino 
ux is produ
ed by this rea
tion. A sub-dominate


hain 
alled the CNO 
y
le representing the fusion of four protons makes up the remainder.
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trum of neutrinos produ
ed by ea
h of the rea
tions shown in Figure 2.1 is almost

entirely di
tated by nu
lear physi
s rather than details of the solar model. The so-

lar model 
al
ulations simply determine the overall and relative normalizations of

the neutrino 
uxes produ
ed in these rea
tions. Detailed 
al
ulations whi
h make

a

urate predi
tions are notoriously diÆ
ult to perform for astrophysi
al systems,

however, 
ertain 
hara
teristi
s of the Sun a�ord an opportunity to use the Sun as

a reliable neutrino sour
e. The Sun is a main sequen
e star, the impli
ations being

that it burns its nu
lear fuel without rapid evolution or 
hange

3

. This greatly simpli-

�es solar model 
al
ulations, be
ause the Sun 
an be 
onsidered to evolve from one

hydrostati
 equilibrium state to another while on the main sequen
e. Also, solar pa-

rameters su
h as mass, radius, surfa
e 
omposition, photon luminosity and spe
trum

are known to mu
h higher a

ura
y than for other stars.

In SSM model 
al
ulations, the Sun is assumed to have started at some distant

time with a homogeneous 
omposition largely 
omprised of hydrogen. Hydrogen

burns deep inside the solar interior and 
onsequently the 
hemi
al 
omposition slowly


hanges as the Sun evolves. Energy is transported from the solar interior to exterior

regions whi
h are at lower temperatures by photon di�usion and 
onve
tive motions.

Using the solar equation of state relating pressure, temperature and density and the

transport equations, the Sun is evolved quasistati
ally to its present age (4.6 x 10

9

years). In pra
ti
e, an iterative pro
ess of re�ning input parameters and re
al
ulation

is performed until the 
al
ulated model agrees at some level with the 
urrent measured

solar properties.

The 
al
ulated total neutrino 
uxes from the Bah
all-Pinsonneault (BP2000) stan-

dard solar model are shown in Table 2.1. The 
al
ulated neutrino energy spe
tra are

3

for whi
h life on earth is very grateful
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Sour
e Flux (10

10


m

�2

s

�1

)

pp 5.96 (1:00

+0:01

�0:01

)

pep 1.40 x 10

�2

(1:00

+0:015

�0:015

)

7

Be 4.77 x 10

�1

(1:00

+0:10

�0:10

)

8

B 5.05 x 10

�4

(1:00

+0:20

�0:16

)

hep 9.3 x 10

�7

13

N 5.48 x 10

�2

(1:00

+0:21

�0:17

)

15

O 4.80 x 10

�2

(1:00

+0:25

�0:19

)

17

F 5.63 x 10

�4

(1:00

+0:25

�0:25

)

Table 2.1: BP2000 (modi�ed) SSM neutrino 
uxes at one astronomi
al unit from [5℄.

shown in Figure 2.2. Along with the neutrino 
uxes shown in Table 2.1, the BP2000

SSM also predi
ts solar evolution and density pro�le. The BP2000 SSM predi
tions

have been shown to agree with helioseismologi
al data on the observed surfa
e vibra-

tion modes to better than 0.1% at all solar radii, giving 
on�den
e in the model used

to predi
t the solar neutrino 
uxes.

2.3 The Solar Neutrino Problem

Several experiments have tested SSM neutrino 
ux predi
tions by dire
tly measuring

various regions of the spe
tra shown in Figure 2.2. The existing experiments fall into

two 
lasses related to their neutrino dete
tion te
hnique - radio
hemi
al and water

Cerenkov. Other experiments using novel dete
tion te
hniques are either 
oming

online (e.g. Borexino) or in development.

2.3.1 Radio
hemi
al Experiments

The �rst solar neutrino observations were from a radio
hemi
al experiment (Homes-

take). In this type of experiment, large volumes of material 
ontaining target nu
lei

9



Figure 2.2: BP2000 SSM neutrino energy spe
tra from [6℄. Also shown (top of �gure)

are the energy thresholds for the various types of solar neutrino experiments.

that are 
hanged into some other nu
lei by ele
tron neutrino 
harge-
urrent (CC) in-

tera
tions are employed. After some exposure time, the number of neutrino-indu
ed

rea
tions is inferred from the extra
ted number of nu
lei produ
ed from target nu
lei.

No dire
tional or time information is obtained and the only energy information 
omes

from the threshold for transmutation of the target nu
lei.

The Homestake Chlorine Experiment

First dete
tion of solar neutrinos was by Ray Davis Jr. in his pioneering

37

Cl ra-

dio
hemi
al experiment [7℄ lo
ated inside the Homestake gold mine in Lead, South

Dakota. This experiment uses 3.8 x 10

5

l of C

2

Cl

4

as a neutrino target.

37

Cl undergoes

the following rea
tion

�

e

+

37

Cl! e

�

+

37

Ar (2.2)
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for neutrinos above 0.8 MeV. This means that the Homestake experiment is sensitive

to all solar neutrinos ex
ept for the lower

7

Be line and pp neutrinos. The

37

Ar atoms

produ
ed in the C

2

Cl

4

solutions are extra
ted and 
ounted at regular intervals to

arrive at a measured neutrino 
ux at the experiment.

Gallium Experiments: SAGE, GALLEX, and GNO

Other radio
hemi
al experiments using gallium instead of 
hlorine have been per-

formed. The advantage of using gallium is the very low energy threshold (0.233

MeV) for ele
tron neutrino rea
tion on

71

Ga

�

e

+

71

Ga! e

�

+

71

Ge (2.3)

whi
h gives sensitivity to neutrinos from the important pp rea
tion. The pp neutrinos

represent by far the largest solar neutrino 
ux. More importantly, the un
ertainty

on their 
ux (� 1%) is small 
ompared to other solar neutrino sour
es be
ause their


ux is tied to the solar luminosity whi
h is known to high a

ura
y. The gallium

experiments that have been performed - SAGE, GALLEX, and GNO - are similar in

prin
iple to the 
hlorine experiment in that the number of neutrino-indu
ed rea
tions

are 
ounted after some period of exposure. In pra
ti
e, the extra
tion te
hniques

are very di�erent, however. The experiments di�er largely in the form of gallium

used. The SAGE experiment [8℄ used 55 tons of gallium metal as their target, while

GALLEX [9℄ and more re
ently GNO [10℄ experiments use a 100 ton gallium 
hloride

target solution.

11



2.3.2 Light Water Cerenkov Experiments

Water Cerenkov experiments use large volumes of water and sensitive light dete
tors

(photomultiplier tubes or PMTs) to dete
t neutrino intera
tions in real time. In

traditional light water experiments, energeti
 ele
trons are produ
ed by neutrinos

s
attering on atomi
 ele
trons. Ele
trons whi
h are energeti
 enough to travel faster

than the speed of light in water (� 23 
m/nanose
ond) will produ
e Cerenkov light

that 
an be dete
ted by a surrounding PMT array. The �rst su
h experiment to

be performed was the Kamiokande II experiment [11℄ lo
ated in the Kamioka mine

in Kamioka, Japan. Following the su

ess of the Kamiokande II experiment, a mu
h

larger experiment 
alled SuperKamiokande was built and 
ontinues to 
olle
t neutrino

data [12℄ [13℄.

There are a few important points to be made about light water Cerenkov experi-

ments. These experiments operate at signi�
antly higher energy thresholds than the

radio
hemi
al experiments be
ause of ba
kgrounds at low energy from naturally o
-


urring radioa
tivity. This limits water Cerenkov experimental sensitivity to

8

B and

hep neutrinos. Water Cerenkov experiments also have sensitivity to neutrino dire
-

tion through forward s
attering of the ele
trons, enabling Kamiokande II to be the

�rst experiment to establish the Sun as a sour
e of neutrinos. Light water Cerenkov

experiments also have mixed sensitivity to all neutrino 
avors due to the neutral 
ur-

rent 
omponent of neutrino-ele
tron s
attering. At solar neutrino energies, the 
ross

se
tion for �

e

s
attering on ele
trons is � 6 times that of �

�

and �

�

. The relative fra
-

tions of neutrino types 
ontributing to the observed elasti
 s
attering rate 
annot be

determined by these experiments alone, however. As we will see, this neutral 
urrent

sensitivity is important to interpreting early results from the SNO experiment.

12



Experiment Dete
tion Rea
tion Threshold � Sensitivity Flux/SSM

Homestake �

e

+

37

Cl! e

�

+

37

Ar 0.8 MeV

7

Be,

8

B 0:34� 0:06

Kamiokande �

e;(�;�)

+ e! �

e;(�;�)

+ e 7.3 MeV

8

B 0:55� 0:13

SAGE �

e

+

71

Ga! e

+

+

71

Ge 0.23 MeV pp,

7

Be,

8

B 0:59� 0:07

GALLEX/GNO �

e

+

71

Ga! e

+

+

71

Ge 0.23 MeV pp,

7

Be,

8

B 0:58� 0:07

SuperK �

e;(�;�)

+ e! �

e;(�;�)

+ e 5 MeV

8

B 0:46� 0:09

Table 2.2: Solar neutrino experiments along with measured 
ux relative to BP2000

(modi�ed) SSM predi
tions [5℄.

2.3.3 Comparison of Results with Expe
ted Rates

The solar neutrino 
ux measured by ea
h of the experiments is summarized in Ta-

ble 2.2 and shown diagrammati
ally in Figure 2.3.

Noti
e that all experiments to date measure a solar neutrino rate of between 30-

60% relative to the SSM predi
tions. This measured de�
it, 
alled the \solar neutrino

problem", has existed for more than 30 years without de�nitive resolution. If one


onsiders the measured de�
it in the 
ontext of the various experimental sensitivities

to the solar neutrino energy spe
trum, an interesting feature emerges. The 
ux

suppression is larger for the Homestake experiment than it is for the water Cerenkov

experiments whi
h have a larger average neutrino energy threshold. It therefore

appears as if the solar neutrino spe
trum where the

7

Be line resides between the

Homestake experimental threshold (0.8 MeV) and 5 MeV is more suppressed than

the higher energy neutrinos.

2.3.4 Possible Solutions to the Solar Neutrino Problem

What are possible explanations for the observed de�
its of solar neutrinos? One

possibility is that one or more of the experiments 
ould be wrong. This seems very

13
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Figure 2.3: Graphi
al representation of solar neutrino 
ux measurements, shown as

a fun
tion of the average neutrino energy sensitivity for type of experiment.

unlikely, as six di�erent experiments have now 
on�rmed the substantial de�
it of

solar neutrinos. The water Cerenkov, Ga, and Cl experiments all use very di�erent

dete
tion methods and have very di�erent systemati
s.

It is possible that the solar neutrino problem is simply due to some inadequa-


ies in the SSM des
ription of the Sun. It a
tually turns out to be very diÆ
ult

if not impossible to 
onstru
t alternative models of the Sun that agree with all the

existing solar data and the observed neutrino 
uxes. As previously mentioned, the

ex
ellent agreement between SSM predi
tions and helioseismology is an often quoted

triumph of the SSM whi
h 
onstrains the degree to whi
h solar model parameters


an be tweaked to agree with neutrino observations. The importan
e of the gallium

experiments also 
annot be overstated in this 
ontext, be
ause the pp neutrino 
ux

is highly 
onstrained by the observed solar luminosity. It is also very diÆ
ult to
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Figure 2.4: Correlations between the measured

8

B and

7

Be 
ux ratios for standard

and various non-standard solar models. See [14, 15℄ for a 
omplete des
ription.

a

ount for the larger suppression of

7

Be relative to

8

B neutrinos. This is be
ause

8

B neutrinos are from de
ay of

8

B that is produ
ed from the same

7

Be responsible

for the

7

Be neutrino line (re
all Figure 2.1). It therefore seems diÆ
ult to suppress

7

Be without also suppressing

8

B by the same amount. The diÆ
ultly in 
onstru
ting

alternative \non-standard" solar models that 
an des
ribe the solar neutrino problem

and, in parti
ular, the 
orrelations between

7

Be and

8

B de�
its is summed up ni
ely

in Figure 2.4 and des
ribed in [14, 15℄.

A third possibility is that the Sun is produ
ing the number of ele
tron neutrinos

predi
ted by the SSM and the observed de�
it is due to some non-standard neutrino

physi
s. Many of these s
enarios invoke neutrino mass, and therefore involve new

physi
s beyond the Standard Model. By far, the most favored parti
le physi
s solution
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to solar neutrino problem is neutrino os
illations, des
ribed in Se
tion 2.4. There are

also several other so-
alled \exoti
" solutions to the solar neutrino problem whi
h

get less serious 
onsideration but nevertheless 
an �t the observed solar neutrino

data [16,17℄. Examples in
lude neutrino de
ay, violation of the equivalen
e prin
iple,

resonant spin-
avor pre
ession, and 
avor 
hanging neutral 
urrents.

2.4 Os
illations of Massive Neutrinos

Neutrino os
illations (i.e. 
onversion of one neutrino type into another) 
an provide

a natural explanation of the solar neutrino problem. Neutrino os
illations require

at least one of the neutrinos to have nonzero mass and for the weak (i.e. 
avor)

eigenstates to be mixtures of neutrino states with de�nite mass. The idea is that a

�

e

produ
ed by weak intera
tion in the Sun has some probability of being 
onverted

through os
illations into a di�erent neutrino 
avor

4

by the time it rea
hes the earth.

The measured solar neutrino de�
it is therefore due to os
illations and the fa
t the

prior experiments have been primarily sensitive only to ele
tron neutrinos.

2.4.1 Neutrino Os
illations in Va
uum

If neutrinos have mass and their weak eigenstates di�er from the eigenstates of the

free parti
le Hamiltonian (mass eigenstates), then a neutrino produ
ed in a weak

eigenstate 
an os
illate between 
avors simply by propagation through free spa
e.

For simpli
ity, we 
onsider va
uum os
illations between two neutrino 
avors, � and �

(�; � = e; �; �). Mass eigenstates j�

1

i; j�

2

i are related to the weak eigenstates through

4

or possibly a sterile neutrino whi
h has no standard ele
troweak intera
tions.
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a unitary transformation,

0

B

B

�

j�

�

i

j�

�

i

1

C

C

A

= U

0

B

B

�

j�

1

i

j�

2

i

1

C

C

A

=

0

B

B

�


os � sin �

� sin � 
os �

1

C

C

A

0

B

B

�

j�

1

i

j�

2

i

1

C

C

A

(2.4)

where U is the unitary mixing matrix and � is the va
uum mixing angle (analogous

to the Cabibbo angle �




in quark mixing). A given mass eigenstate j�

i

i (i = 1, 2) at

time t = 0 with energy E

i

propagating through free spa
e will evolve at some later

time t as

j�

i

(t)i = e

�iE

i

t

j�

i

(0)i (2.5)

where

E

i

=

q

p

2

+m

2

i

' p +

m

2

i

2p

(2.6)

for 
ommon neutrino momentum p and p >> m

i

.

Imagine that a neutrino of 
avor � is produ
ed in a weak intera
tion at some time

t = 0. A

ording to 2.4, this weak eigenstate j�

�

(0)i is produ
ed in a superposition

of mass eigenstates given by

j�

�

(0)i = 
os �j�

1

(0)i+ sin �j�

2

(0)i (2.7)

At some later time t, this state evolves be
ause of di�erent phases a
quired by the

mass eigenstates j�

1

i, j�

2

i as the neutrino propagates through the va
uum and is

given by

j�

�

(0)i = 
os �e

�iE

1

t

j�

1

(0)i+ sin �e

�iE

2

t

j�

2

(0)i (2.8)

From this relation and 2.6, it 
an be readily shown that the probability for the neutrino
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avor � with energy E in MeV to remain 
avor � after some distan
e L in meters is

given by

P (�

�

! �

�

) = 1� sin

2

2� sin

2

 

1:27�m

2

L

E

!

(2.9)

using t = L=
 and �m

2

� m

2

2

� m

1

2

in eV

2

. This relation is also sometimes re-

written in terms of a \va
uum os
illation length", L

v

, de�ned as

L

v

=

4�E

�m

2

(2.10)

Noti
e from 2.9 that this \survival probability" 
an be less than unity (os
illations)

after the neutrino propagates some distan
e. For a given �, the maximum sensitivity

to va
uum os
illations o

urs when �m

2

� E=L. This means that solar neutrinos

(L�1.5 x 10

11

m , E�10 MeV) 
an probe mass-squared di�eren
es between 10

�10

and

10

�11

eV

2

, far smaller than 
an be probed with terrestrial neutrino sour
es.

2.4.2 Neutrino Os
illations in Matter

It was pointed out by Wolfenstein [18℄ that neutrino os
illation phenomena 
an 
hange

in very interesting ways when neutrinos propagate though ordinary matter. These

matter e�e
ts were later applied to the Sun by Mikheyev and Smirnov [19℄ and are


alled MSW e�e
ts. Details about the MSW e�e
t 
an be found in many referen
es

(see [20℄, for example). Therefore, only the main points are in
luded in this se
tion.

While all neutrino 
avors s
atter ele
trons via Z

O

ex
hange (neutral 
urrent), only

ele
tron neutrinos have CC intera
tions (W

�

ex
hange) with matter at solar neutrino

energies (few MeV). This additional intera
tion leads to di�erent forward s
attering

amplitude for �

e

's relative to the other neutrino 
avors. The e�e
t of this additional
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potential is to add o�-diagonal terms, proportional to the ele
tron number density, n

e

,

to the Hamiltonian governing the propagation of va
uum mass eigenstates through

matter. The mixing between neutrino 
avors is now di�erent than the va
uum 
ase

be
ause the Hamiltonian is diagonalized by e�e
tive mass eigenstates that depend on

the ele
tron density. The 
avor eigenstates are related to the e�e
tive mass eigenstates

by a unitary form similar to Equation 2.4 ex
ept that the va
uum mixing angle � is

repla
ed by an e�e
tive mass mixing angle �

m

given by

tan 2�

m

=

tan 2�

1� (L

v

=L

e

) se
 2�

(2.11)

where L

e

=

p

2�=G

F

n

e

and G

F

is the Fermi 
onstant. A resonan
e 
ondition exists

if L

v

= L

e


os 2� where �

m

be
omes maximal (�

m

= 45

o

) independent of the va
uum

mixing angle �. In terms of �m

2

and �, the resonan
e 
ondition is satis�ed if

�m

2


os 2� = 2

p

2G

F

n

e

E (resonan
e 
ondition) (2.12)

The fa
t that large mixing 
an be attained without a large va
uum mixing angle

was initially very attra
tive be
ause people were generally wary of the requirement in

va
uum mixing for the neutrino mixing angle to be mu
h larger than that in quark

mixing. The demonstration of maximal mixing in atmospheri
 neutrinos has made

this less of issue, however.

Consider a �

e

produ
ed in a high density region near the 
enter of the Sun where

the nu
lear fusion rea
tions take pla
e. If E >> �m

2


os 2�=G

F

n

e

, then �

m

'

�

2

and

�

e

is almost 
ompletely in the heavier mass eigenstate �

2

. As the neutrino propagates

to the solar surfa
e where n

e

= 0, it will pass through a resonan
e region where mixing
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is maximal (�

m

= 45

o

). If the density is slowly varying so that the 
hange in n

e

per

unit os
illation length is small, the neutrino will remain a �

2

state throughout its

propagation through the Sun. If this adiabati
 
ondition is satis�ed and the va
uum

mixing angle is small, nearly 
omplete 
onversion of �

e

to the other 
avor eigenstate

when it exits the Sun will o

ur. In the other 
ase of non-adiabati
 
onversion, there

is a 
ertain probability for �

2

to \jump" to the �

1

eigenstate near resonan
e (where

the eigenstates are 
losest) and emerge from the Sun as a �

e

. This will in
rease the

�

e

survival probability relative to the adiabati
 
ase.

It should be noted that for 
ertain regions of parameter spa
e, the �

e

survival

probability is strongly dependent on neutrino energy, allowing for the possibility of

experiments with spe
tral sensitivity to observe distortions from the primary neutrino

energy spe
trum. This is parti
ularly true for va
uum mixing and MSW small-angle

mixing where the os
illation pattern is \imprinted" in the neutrino energy spe
trum.

Also, matter e�e
ts from neutrinos propagating though the earth 
an be signi�
ant

for 
ertain regions of parameter spa
e. In this 
ase, �

e

's 
an be regenerated in the

earth whi
h leads to an enhan
ement of dete
ted �

e

's at night 
ompared to the day

(where �'s essentially propagate dire
tly to a given dete
tor). An observed day-

night asymmetry in the solar neutrino 
ux would represent very strong eviden
e for

os
illations.

2.4.3 Limits on Os
illation Parameters

Under the assumption of neutrino os
illations as a solution to the solar neutrino

problem, limits on the neutrino parameters (�m

2

, �) be 
an determined through

analysis of the existing data. Allowed regions in the �m

2

-tan

2

� plane at various
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Figure 2.5: Allowed regions in the �m

2

-tan

2

� plane at various 
on�den
e levels for

os
illation to (left) a
tive (�

�

, �

�

) and (right) sterile neutrinos. From [21℄.


on�den
e levels for os
illation to a
tive (�

�

, �

�

) and sterile neutrinos are shown in

Figure 2.5. For the analysis [21℄ produ
ing these allowed regions, the

8

B and hep


uxes were �t as free parameters to dire
tly test the os
illation hypothesis without


onstraints from the solar model.

For os
illation to a
tive neutrinos, three MSW solutions exist (SMA, LMA, and

LOW solutions) and two va
uum (VAC, Just So

2

) solutions. The energy dependen
e

of the neutrino survival probability for these solutions is shown in Figure 2.6. The only

possible MSW solution for os
illation of solar neutrinos to a sterile state is the SMA. In

addition to the total observed neutrino 
uxes, several other os
illation 
hara
teristi
s


ontribute to the allowed regions shown in Figure 2.5. The la
k of a signi�
ant day-

night asymmetry or spe
tral distortions observed by SuperKamiokande signi�
antly


ontributes to the ex
lusion of 
ertain regions in the �m

2

-tan

2

� plane (see [22℄ for a

ni
e re
ent dis
ussion of global neutrino analyses).
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Figure 2.6: Survival probability versus neutrino energy for the allowed solutions shown

in Figure 2.5. The solid line represents an average over earth regeneration e�e
ts.

The dotted line is for daytime without regeneration and the dashed line in
ludes

regeneration at night. From [21℄.
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2.4.4 Os
illation Signatures

Measurements of solar neutrino 
uxes are in
onsistent with any standard solar model.

This has lead us to 
onsider neutrino os
illations as a possible explanation of the solar

neutrino problem. It was shown that neutrino os
illations (va
uum and/or matter)

are 
onsistent with all solar neutrino data for 
ertain values of �m

2

and tan

2

�. For

os
illations to other a
tive neutrino 
avors, the SMA region is most favored when

only total experimental rates (
ux) are 
onsidered. In
lusion of energy spe
trum and

day-night information 
hanges the favored solution to within the LMA region. For

os
illations to sterile neutrinos, only the SMA and va
uum solutions (VAC, Just So

2

)

are 
onsistent with the data.

Although neutrino os
illations 
an explain the solar neutrino data, we are still

in need of \smoking-gun" eviden
e that os
illations are o

urring for solar neutrinos.

We would like separate measurement of the �

e


ux and the total (a
tive) neutrino 
ux

in one experiment. If a
tive neutrino os
illations are o

urring, then the de�
it in the

former measurement will not be seen in the latter. An observable distortion of the

8

B

neutrino energy spe
trum would be strong eviden
e for neutrino os
illations. Obser-

vation of temporal modulations (after a

ounting for the Earth's orbital e

entri
ity)

su
h as a di�eren
e in event rate between day and night would demonstrate Earth

matter e�e
ts that are very diÆ
ult (if not impossible) to explain without introdu
ing

os
illations.

The next se
tion des
ribes the SNO experiment whi
h is designed to dire
tly

sear
h for these os
illation signals.
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2.5 The SNO Experiment

In Se
tion 2.3.3, it was shown that all solar neutrino experiments to date measure a

de�
it of �

e


oming from the Sun. It was strongly suggested that an explanation of

this de�
it lies in physi
s beyond the standard ele
troweak model (e.g. os
illations)

rather than new solar models or systemati
 problems with the experiments. This is

an ex
iting prospe
t, indeed. New experimental information is needed to further 
on-

strain the possible new physi
s interpretations and de�nitively demonstrate neutrino

os
illations, if this is indeed a resolution of the solar neutrino problem.

2.5.1 Overview

All previous radio
hemi
al solar neutrino experiments were sensitive to only ele
-

tron neutrinos. The light water Cerenkov experiments (Kamiokande and Super-

Kamiokande) have additional sensitivity to other a
tive neutrino 
avors (�

�

, �

�

)

through the neutral 
urrent 
omponent to neutrino-ele
tron elasti
 s
attering. The

sensitivity to other neutrino 
avors is weak 
ompared to �

e

(�

�

e

� 6�

�

�

;�

�

) and neutral


urrent intera
tions 
annot be separated from dominant �

e


harged 
urrent intera
-

tions. Without additional information on 
avor 
ontent of solar neutrinos, a dire
t

determination of whether the neutrino de�
it is due to a simple suppression (fewer

�

e

's produ
ed in the Sun or �

e

! �

s

os
illations) or a
tive 
avor neutrino os
illations

(�

e

! �

�

; �

�

) remains elusive.

The importan
e of an experiment having both 
harged 
urrent and neutral 
urrent

sensitivity in dire
tly resolving the solar neutrino problem was stressed in 1985 by H.

Chen [23℄. He further pointed out that a heavy water Cerenkov dete
tor 
ould be used

for su
h an experiment, provided stringent ba
kground requirements inherent to the
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use of D

2

O
ould be a
hieved. Neutral 
urrent breakup of the deuteron is independent

of neutrino 
avor, 
onsequently the observed rate gives a measurement of the total

solar neutrino 
ux that is una�e
ted by os
illations

5

. At solar neutrino energies, the


harged 
urrent intera
tion of neutrinos on deuterium results in an ele
tron that is

dete
ted through its Cerenkov light. Sin
e this rea
tion only o

urs for ele
tron-type

neutrinos, the 
harged 
urrent rate gives a measurement of the total solar �

e


ux.

Comparison of the 
harged 
urrent and neutral 
urrent rates provides a dire
t test

of the neutrino os
illation hypothesis as a solution of the solar neutrino problem for

a
tive �'s.

The Sudbury Neutrino Observatory (SNO) is a se
ond generation water Cerenkov

dete
tor whi
h uses 1 kt of D

2

Oas the intera
tion and dete
tion medium. The dete
-

tor is lo
ated near Sudbury, Ontario, Canada at the 6800 ft level of an a
tive ni
kel

mine operated by In
o Limited. SNO is the deepest solar neutrino experiment, with

more that 6000 meters water equivalent (m.w.e) of overburden limiting the rate of


omi
 ray 
omponents to � 70 muons per day. The 
avity in whi
h the dete
tor

resides is 22 m � 30 m in diameter. The dete
tor itself 
onsists of a 12 m diameter

a
ryli
 vessel that 
ontains the heavy water and a 17 m diameter support stru
ture

holding 9438 inward-looking PMTs used to dete
t the Cerenkov light produ
ed in

neutrino intera
tions. The remaining volume is �lled with ultra-pure light water to

a
t as a shield for naturally o

urring radioa
tivity from the 
onstru
tion materials

and the 
avity walls. A s
hemati
 pi
ture of the SNO dete
tor is shown in Figure 2.7.

5

This is only true for os
illation into other a
tive neutrino 
avors. Os
illation into sterile neutrinos

whi
h do not parti
ipate in weak intera
tions would redu
e the observed neutral 
urrent rate relative

to solar model predi
tions.
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D  O2

Figure 2.7: S
hemati
 drawing of the SNO dete
tor. Taken from [24℄.
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2.5.2 Intera
tion and Dete
tion of Neutrinos in SNO

Neutrinos in the solar neutrino energy range intera
t in the dete
tor through three dif-

ferent rea
tions. Neutrinos 
an elasti
ally s
atter ele
trons in the D

2

Oand H

2

Oregions

to produ
e relativisti
 ele
trons that are dete
ted through Cerenkov light they pro-

du
e. This elasti
 s
attering (ES) rea
tion,

�

e;(�;�)

+ e

�

! �

e;(�;�)

+ e

�

is the method of solar neutrino dete
tion used in previous water Cerenkov experi-

ments. The angular distribution of the s
attered ele
tron is forward-peaked in the

dire
tion of the in
ident neutrino, whi
h is important for establishing the sun as the

sour
e of observed neutrino events. The ES rea
tion also allows for dire
t 
omparison

with other water Cerenkov experiments (e.g. SuperKamiokande).

Neutrinos intera
t with deuterons through two di�erent rea
tions. There is the


harged 
urrent (CC) rea
tion,

�

e

+ d! p+ p+ e

�

whi
h only o

urs for ele
tron neutrinos with energy greater than 1.44 MeV. The

ele
tron dire
tion is slightly forward/ba
kward asymmetri
 having a 1� 0:340 
os �

e�

angular distribution, where �

e�

is the angle between the in
ident neutrino dire
tion

and the initial dire
tion of the ele
tron. The energy of CC ele
trons is mu
h more


losely related to the neutrino energy than the ES rea
tion, whi
h has a 
at distri-

bution in energy up to the kinemati
 limit.

Neutrinos 
an also break up the deuteron through the neutral 
urrent (NC) rea
-

tion,

�

x

+ d! n + p+ �

x

27



where �

x

= �

e

, �

�

, or �

�

. This rea
tion o

urs at the same rate independent of

neutrino 
avor. The threshold for the NC rea
tions 2.2 MeV. In 
ontrast to the

ES and CC rea
tions, the NC rea
tion results in a free neutron and the subsequent

signal does not provide any angular or energy information (aside from the produ
tion

threshold). In the pure D

2

Ophase of the experiment upon whi
h this thesis is based,

the neutron is dete
ted through its 
apture on deuterium whi
h produ
es a 6.25 MeV


-ray that generates Cerenkov light via Compton s
attering. In later phases of the

experiment, the neutron signal is enhan
ed by the addition of 
hlorine-based salt and

3

He proportional 
ounters to the D

2

O .

2.6 Summary

In this 
hapter, it was shown that all solar neutrino experiments measure a de�
it of

neutrinos from the Sun. It was argued that a resolution of this problem is likely to

involve non-standard neutrino properties like neutrino mass rather than more mun-

dane (from a parti
le physi
ist's perspe
tive!) astrophysi
al or unknown experimental

systemati
s explanations. This is truly an ex
iting time in neutrino physi
s, as many

new experiments are either in operation or will be operating in the near future. SNO

is one su
h experiment whi
h is now operating that will test the neutrino os
illa-

tion hypothesis dire
tly. The dete
tor whi
h has been built to a
hieve this goal is

des
ribed in the next 
hapter.
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Chapter 3

The SNO Dete
tor

This 
hapter provides a des
ription of the SNO dete
tor. Parti
ular emphasis is pla
ed

on the SNO trigger system, for whi
h the author held primary responsibility for digital

design and 
ommissioning. A more detailed des
ription of the other dete
tor elements


an be found in [24℄.

3.1 A
ryli
 Vessel

The spheri
al vessel used to 
ontain the D

2

O is 
omprised of 122 UVT (UV trans-

mitting) 5.6 
m thi
k a
ryli
 panels. These a
ryli
 panels had to be transported

underground and bonded together in-situ into a sphere without 
omprising stringent


leanliness requirements.

The UVT a
ryli
 
omprising the a
ryli
 vessel (AV) was 
hosen for several rea-

sons. A
ryli
 is a simple hydro
arbon that is readily available and 
an be made low

in radioa
tivity (< 1:1 � 10

�12

g/g U/Th). It 
an be molded together with bond

strengths 
lose to the bulk material. Also, the light transmission of UVT a
ryli
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losely mat
hes the spe
tral response of the SNO PMTs. In 
ontrast, UV absorbing

a
ryli
 is used in the ne
k of the vessel to redu
e light being piped into the inner

dete
tor whi
h 
ould be mis-re
onstru
ted into the �du
ial volume.

3.2 Water Systems

The heavy and light water regions are maintained using two separate water treatment

systems in 
ontinual operation. These systems are responsible for delivering the

D

2

Oand H

2

Ovolumes during the initial �ll as well as maintaining their integrity

throughout the life of the experiment.

A
hieving and maintaining low levels of radioa
tive 
ontaminants in the light

and heavy water is 
riti
al for the experiment. The ba
kground low energy \wall"

of Cerenkov light produ
ed by e

�

and 
's from radioa
tive de
ay of 
ontaminates

(predominately U, Th, and K de
ay 
hains) ultimately puts a lower limit on the energy

above whi
h data from the dete
tor 
an be a

urately analyzed. More troublesome

is deuteron photodisintigration by 
-rays above 2.2 MeV whi
h mimi
s the neutral


urrent neutrino signal by produ
ing a free neutron. There are two de
ays in the

U/Th 
hain that produ
e su
h 
-rays:

208

Tl (2.615 MeV 
) and

214

Bi (2.445 MeV 
).

The goal for radioa
tive ba
kgrounds is for photodisintegration to represent less than

5% of the SSM expe
ted neutral 
urrent signal. This 
orresponds to 4.5 x 10

�14

g/g

222

Rn, 3.7 �10

�15

g/g

224

Ra, and 4.5 �10

�14

g/g

226

Ra in the D

2

O . For the H

2

O , the

goals are to 4.5 �10

�13

g/g

222

Rn, 3.7 �10

�14

g/g

224

Ra, and 4.5 x 10

�13

g/g

226

Ra.

Assay te
hniques for U/Th de
ay 
hain nu
lei su
h as Th, Ra, Pb, and Rn have been

developed to determine levels of U and Th in the water volume. Based on these

te
hniques, the radioa
tivity goals have been a
hieved and the ba
kgrounds are small
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enough to permit an a

urate NC measurement in future phases of the experiment.

3.2.1 Heavy Water (D

2

O ) System

The availability of 1 kt of heavy water for loan from Atomi
 Energy of Canada (AECL)

is what makes an experiment like SNO feasible. The heavy water system is responsible

for purifying the D

2

Oupon delivery and maintaining the required levels of radioa
tive

impurities for the experiment. The system must do this without 
ompromising the

high isotopi
 purity (> 99.9%) of the D

2

O .

The full D

2

Ovolume 
an be 
ir
ulated at a rate of� 150 l/min. The heavy water is

passed through ultra-�ltration membranes and a reverse osmosis (RO) system whi
h

�lter out impurities to very low levels. The D

2

O is also degassed before going into

the dete
tor to redu
e radon levels in the water. The heavy water system must also

fa
ilitate the addition and removal of 
hlorine-base salt used in the 
urrent phase of

the experiment to enhan
e the NC signal.

3.2.2 Light Water (H

2

O ) System

Input to the light water system is puri�ed water from the surfa
e of the mine. The

water is �rst de-aerated to remove dissolved O

2

and N

2

. The H

2

Othen enters a series

of su

essively �ner membranes to �lter out parti
ulate matter and passes through an

RO system to a
hieve ultra-�ltration. The water is then degassed, passed through a

UV unit 
onsisting of mer
ury lamps to kill ba
teria, and 
ooled to 10 degrees Celsius

before being put into the dete
tor. The light water is 
ontinually 
ir
ulated through

the system to maintain high purity levels.

While the light water is degassed to remove radon and O

2

whi
h fa
ilitates bio-
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logi
al growth, it is regassed with pure N

2

before being introdu
ed into the dete
tor.

Maintaining atmospheri
 levels of

2

N gas in the light water is used as a workaround

for a potentially serious problem with high-voltage (HV) breakdown en
ountered [25℄

during early 
ommissioning of the SNO dete
tor. Marginal design of the PMT HV


onne
tors resulted in gaps within the inner 
onne
tor insulation region that exhib-

ited breakdown when \pumped down" by the degassed water originally used. Nitro-

genated water in
reases air gap pressures within the 
onne
tors that raises the HV

breakdown voltage so that the dete
tor 
an be operated without signi�
ant problems

from breakdown.

3.2.3 Cover Gas System

Although the heavy and light water are degassed in the re
ir
ulation systems, radon-

ri
h mine air 
an still enter the water from leaks in the de
k and glovebox hardware

1

,

for example. To isolate the D

2

Oand H

2

O from laboratory air, a 
over gas system has

been developed. Nitrogen gas boiled o� from a liquid nitrogen dewar is used as a

physi
al barrier between the dete
tor water volume and laboratory air to maintain

radon in the water at a

eptable levels.

3.3 Photomultiplier Tubes and Support Stru
ture

Cerenkov light from the inner part of the dete
tor is 
olle
ted by 9438 inward-fa
ing

Hamamatsu R1408 photomultiplier tubes (PMTs) �xed to a 17 m diameter geodesi


support stru
ture (PSUP). Figure 3.1 shows a diagram of the Hamamatsu R1408

1

The \glovebox" envelops the top of the AV ne
k in the 
entral de
k 
lean room. It provides an

interfa
e for 
alibration sour
e deployment into the dete
tor.
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Figure 3.1: S
hemati
 diagram of the Hamamatsu R1408 PMT. Taken from [24℄.

PMT. The glass bulbs of the SNO PMTs are made of a spe
ial low radioa
tivity (U,

Th, K) borosili
ate glass (S
hott 8246) by S
hott Glaswerke. The PMTs are 20 
m in

diameter, providing a photo
athode 
overage of 31%. Light Con
entrating re
e
tors

27 
m in diameter are �tted around the PMTs to in
rease light 
olle
tion, whi
h

in
reases the e�e
tive photo
athode 
overage to 59%

2

. Figure 3.2 shows a diagram of

the PMT and 
on
entrator assembly. To further in
rease the light 
olle
tion eÆ
ien
y

of the PMTs, the verti
al 
omponent of the geomagneti
 �eld in the dete
tor is

approximately 
an
eled with 14 horizontal �eld-
ompensation 
oils embedded in the


avity walls. In addition to the inward-fa
ing PMTs, 91 PMTs without 
on
entrators

are mounted on the PSUP fa
ing outward. These PMTs are used to identify muons

and other sour
es of light in the exterior region of the dete
tor.

The PMTs are operated at a positive HV of approximately 2 kV and 10

7

gain

3

with a dark 
urrent noise rate of � 600 Hz in the dete
tor. They have a transit

2

This redu
es to � 54% when 
on
entrator re
e
tivity is in
luded

3

Forty-nine \low gain" PMTs have a dynode tap before the �nal stage that in
reases their 
harge

dynami
 range by a fa
tor of � 100.
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Figure 3.2: S
hemati
 diagram of PMT and 
on
entrator assembly. Taken from [24℄.

time spread of 1.6 ns whi
h, along with the low noise rate, allows for a

urate vertex

re
onstru
tion. A base 
ir
uit made of Kapton is potted within the rear of ea
h PMT.

An RG59/U-type 
able 
arrying supply HV and the 
apa
itively 
oupled anode signal

to the PMT interfa
e ele
troni
s is 
onne
ted to the PMT base.

3.4 Front-End Ele
troni
s

The SNO ele
troni
s system is responsible for performing and storing PMT time

and 
harge measurements when there is a potentially interesting o

urren
e in the

dete
tor. The determination of when to store PMT information is made by the


entral trigger system, whi
h is des
ribed in Se
tion 3.5. The PMT information is

read out by the DAQ hardware and merged with trigger information to form the

event data stream that is eventually ar
hived to tape. The data a
quisition hardware

is des
ribed in Se
tion 3.6. Figure 3.3 depi
ts an overview of the SNO ele
troni
s and
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Figure 3.3: Diagram of the SNO ele
troni
s and data a
quisition hardware. The

front-end system responsible for PMT signal pro
essing is shown in the left part of

the �gure. Components of the 
entral trigger system and VME-SNOBUS interfa
e

ele
troni
s reside in the 
entral timing ra
k shown on the right. Also shown on the

right part of the �gure are the �ber opti
s boards (SURF and UG) whi
h negotiate


ommuni
ation between the surfa
e GPS and dete
tor ele
troni
s.

data a
quisition hardware.

The PMT interfa
e and signal pro
essing tasks whi
h make up the front-end ele
-

troni
s are brie
y des
ribed in Se
tions 3.4.1 and 3.4.2, respe
tively. More information

about these systems 
an be found in [2, 24, 26{29℄.
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3.4.1 PMT Interfa
e and High Voltage Supply System

Ea
h PMT in the dete
tor is 
onne
ted through 32 m of 75
 RG59/U-type 
able to

one 
hannel

4

of an eight 
hannel paddle 
ard. Four paddle 
ards plug into one 32-


hannel PMT interfa
e 
ard (PMTIC). Ea
h ele
troni
s 
rate 
ontains 16 PMTICs


orresponding to 512 
hannels per 
rate. The system is 
omprised of 19 
rates that

make up the 9728 ele
troni
s 
hannels available for use. Ea
h PMTIC 
onne
ts to

both a 
ustom high voltage ba
kplane (HVBP) used for HV distribution and a 32-


hannel Front-end Card (FEC) to whi
h HV de
oupled PMT signals are passed for

pro
essing. Ea
h 
rate of ele
troni
s is supplied by one HV supply that delivers

� 70mA total DC 
urrent to the PMTs in a 
rate. The PMT Interfa
e System also

prote
ts against over-voltage and HV breakdown, provides 
oarse read-ba
k of PMT


urrents, and 
ontains 
harge inje
tion 
ir
uitry for diagnosti
s purposes.

3.4.2 PMT Signal Pro
essing

PMT signals from the PMTICs are terminated and pro
essed on FEC's. The majority

of analog signal pro
essing is done by three 
ustom, appli
ation spe
i�
 integrated 
ir-


uits (ASICs) whi
h physi
ally reside on ea
h of four daughter boards (DBs) plugged

into ea
h FEC. A PMT signal re
eived onto a DB is fed to a 
ustom four-
hannel fast

dis
riminator 
hip (SNOD) whi
h is triggered on the 
rossing of a preset threshold.

5

The PMT 
urrent is also split in the approximate ratio of 1:16 and sent to two sep-

arate inputs - one low gain and one high gain - of a 
ustom four-
hannel integrator


hip (SNOINT) that integrates these signals.

The 
hannel 
y
le is started on the �ring of a SNOD and ends when a global

4

Some PMTs have been removed over time due to irreparable wet-end problems.

5

On average, SNOD thresholds are �

1

4

of the mean single photoele
tron 
harge per 
hannel.
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trigger (GT) is re
eived from the 
entral trigger or the 
hannel times out after a

time (GTVALID) of � 400 ns. The SNOD sends timing signals to the SNOINT that

determine the total integration time and the times at whi
h the integrals are to be

sampled. The high gain integration is sampled at two times relative to the start

of integration. This provides a \short" integration (QHS) of a few tens of ns and

a \long" integration (QHL) of a little more than 100 ns. The low gain integration


an be set to either short or long (QLX). The QHS measurement is used to make

a time slewing 
orre
tion on a given PMT hit time (to be dis
ussed in Se
tion 5.2).

The QHL measurement provides some information about the amount of late light

for possible in
lusion in energy 
alibration. The �ring of a SNOD also signals the

QUSN7 ASIC (or \CMOS" 
hip) to start a time-to-amplitude 
onverter (TAC) ramp

whi
h is stopped on a GT or a 
hannel time-out if no GT is re
eived. Sin
e the GT

stop time is 
ommon to all 
hannels in the system, the TAC voltage of ea
h 
hannel

is dire
tly related to the time that ea
h PMT �res relative to the global trigger.

For ea
h event, the analog time and 
harge measurements (TAC, QHS, QHL,

and QLX) are stored in a 16 
ell analog storage array within ea
h CMOS 
hip. An

FPGA-based sequen
er then 
ontrols the digitization of these signals by a 
ommer
ial

ADC and subsequent storage into the 4 MB of on-board DRAM. A FIFO 
ontroller

signals to the DAQ hardware that the parti
ular FEC has data available for read-

out. Communi
ation between FECs and the DAQ hardware is a
hieved through

SNOBUS

6

,VME translation by two translator boards - XL1 and XL2.

6

SNOBUS refers to the GTL-based 
ustom interfa
e proto
ol used to a

ess the front-end ele
-

troni
s.
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3.5 Trigger System

This se
tion 
ontains a general des
ription of the SNO trigger system. For an ex-

haustive des
ription, see [30℄. The author held primary responsibility for design,

simulation, board layout, and 
ommissioning of the digital trigger system. In ad-

dition, the author designed and 
ommissioned the �ber opti
 interfa
e to the GPS

system used to keep absolute time in SNO

7

. Mu
h of this se
tion is rather te
hni
al,

therefore the 
asual reader may want to skip to Se
tion 3.6 after reading Se
tions 3.5.1

and 3.5.2.

3.5.1 Design Criteria

The trigger system design is di
tated by the parti
ular physi
s one wishes to study

with the dete
tor. SNO is primarily a solar neutrino dete
tor, but the system also

needs to fa
ilitate dete
tion of other signals su
h as supernovae neutrinos, anti-

neutrinos, and atmospheri
 neutrino-indu
ed muons and ele
trons. The trigger sys-

tem must also allow for the study of ba
kgrounds from naturally o

urring radioa
-

tivity and instrumental e�e
ts.

To a
hieve these goals, the SNO trigger system must be 
apable of the following:

� De
iding when a potentially interesting event has o

urred in the dete
tor based

on the PMT information. This de
ision should be made as qui
kly as possible

and a global trigger distributed to the front-end ele
troni
s within a time 
om-

parable to time required for the PMTs to 
olle
t the majority of light from the

event.

7

For a general dis
ussion of time keeping in SNO, see [31℄.
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� Operating asyn
hronously with little or no dead time so that the system is ready

to issue another global trigger on the next event of interest.

� Maintaining a large trigger rate dynami
 range from Hz during neutrino data


olle
tion to MHz rates possible during supernovae bursts.

� Keeping good inter-event and absolute timing of events.

� Providing unique event IDs within a run and maintaining the syn
hronization

of these IDs for all the 
hannels in the system.

In addition, the trigger system should be able to a

ommodate 
alibration sour
es

and non-PMT dete
tor subsystems su
h as the neutral 
urrent dete
tors (NCDs).

Spe
i�
ally, the system should also provide the following:

� A set of 
alibration pulses to the front-end ele
troni
s for 
hannel-level 
alibra-

tion of pedestals, 
harge slopes, and time slopes.

� External trigger inputs for 
alibration devi
es and non-PMT dete
tor subsys-

tems.

� A unique tag for ea
h external or internal trigger type �ring in an event and a

means to trigger the dete
tor on logi
al 
ombinations of these trigger types.

� Utilities for interfa
ing with 
alibration devi
es or other systems. Examples

in
lude logi
 level translations, analog pulse dis
rimination, and signal fanout.

The remainder of this se
tion des
ribes the hardware that was developed to a
hieve

these goals for the SNO dete
tor.
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3.5.2 System Overview

A diagram of the trigger system is shown in Figure 3.4. The main role of the trig-

ger system is to determine when a potentially interesting event has o

urred in the

dete
tor and then signal the front-end ele
troni
s to store any PMT data they may

have a

umulated. This determination is nominally based on the total number of


oin
ident PMT hits (NHIT), but 
an also involve total 
oin
ident PMT 
harge or

possibly non-PMT dete
tor subsystems su
h as the neutral 
urrent dete
tors (NCDs).

The system also triggers the dete
tor at a regular rate of 5 Hz in the 
urrent dete
tor


on�guration. This \PULSE GT" trigger has proven extremely useful for studying

dete
tor a
tivity (e.g. PMT noise rates) in an unbiased way.

In addition to global trigger generation, the trigger also handles many other im-

portant system tasks. It provides a set of programmable 
alibration pulses for mea-

surement of front-end 
harge/time pedestals and slopes. This is implemented using

an on-board pulser and pre
ision delay 
ir
uitry whi
h is programmable through the

data a
quisition system (DAQ). In addition, the trigger system provides a user inter-

fa
e to the dete
tor for 
alibration sour
es by in
luding a number of external trigger

inputs as well as a utility board for analog pulse dis
rimination.

The trigger system is also responsible for maintaining and re
ording trigger-related

event information su
h as relative event timing, absolute event time, global trigger

ID number, and information regarding whi
h trigger types �red during an event. The

inter-event timing is re
orded by lat
hing a 50 MHz 
ounter that is sour
ed by a lo
al

100 MHz ECL os
illator. Absolute time is maintained for 
orrelating SNO events

with astronomi
al observations by interfa
ing the system to a GPS re
eiver on the

surfa
e. This interfa
ing is handled by two �ber opti
 trans
eiver boards - one on
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the surfa
e and one underground - whi
h transmit a 10 MHz GPS 
lo
k as well as

a syn
hronization signal from the GPS re
eiver to the trigger system hardware over

roughly 4 km of �ber. These interfa
e boards also \ping-pong" the syn
hronization

signal between surfa
e and the dete
tor underground to allow measurement and mon-

itoring of the syn
hronization delay. For global trigger identi�
ation, a 24-bit 
ounter

is lat
hed and in
remented on ea
h event so that the 
ount represents a unique event

ID (up to roughly 16 million triggers) for a parti
ular run. Ea
h front-end 
hannel also

has a similar 
ounter to allow asso
iation of PMT and trigger related data for build-

ing events, so the trigger system is also responsible for keeping these 
hannel-level


ounters in syn
hronization with the 
entral trigger 
ounter. This is a

omplished

by sending a syn
hronization pulse to ea
h 
hannel on 16-bit roll-overs of the 
entral

global trigger 
ounter (i.e. every 65536 events), setting an error 
ag on out-of-syn



hannels as well as syn
hronizing them to the 
entral 
ounter.

As depi
ted in Figure 3.4, the trigger system is naturally divided into analog and

digital subsystems. The 
rossing of a 
hannel-level dis
riminator threshold (e.g. in

response to a PMT signal) initiates two equal amplitude 
urrent pulses of di�erent

duration - 20 ns and 100 ns - to enter independent analog summing networks. Shaped

versions of the a
tual PMT signals are also separately summed, whi
h represents an

energy-sum (\ESUM") trigger for the dete
tor. While neutrino intera
tions do not

typi
ally �re the ESUM trigger, this trigger has proved extremely important for low-

level dete
tor monitoring as well the reje
tion of instrumental ba
kground su
h as

PMT 
ashers

8

.

The trigger primitives of all 
hannels in the system are summed together to form

8

These refer to events 
aused by spontaneous emission of light by a PMT whi
h will be dis
ussed

in more detail in Se
tion 6.2.
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a �nal analog \NHIT" sum in the 
entral trigger 
rate. In pra
ti
e, however, the �nal

sum is 
urrent limited to about two 
rates worth of hits (1024 
hannels). This �nal

sum is then fed into a 
urrent mirror whi
h produ
es four identi
al 
opies of the analog

sum. One 
opy is used for monitoring and the other three go to independent 
om-

parators for dis
rimination. Ea
h 
omparator �res if its respe
tive 
opy of the analog

sum ex
eeds a threshold voltage set by a 12-bit digital-to-analog 
onverter (DAC).

Therefore, the analog system begins with the �ring of 
hannel-level analog trigger

primitives that are subsequently summed together and ends with 
omparison of the

�nal NHIT sum to three di�erent DAQ-programmable thresholds for dis
rimination.

The front-end to the digital trigger system is the input of ECL trigger pulses on to

the digital Master Trigger Card (MTC/D). These are sometimes referred to as \raw"

trigger pulses, sin
e they are 
andidate pulses for initiating a global trigger (i.e. gen-

erating an event in the dete
tor). The output of the three 
omparators dis
riminating

the 100 ns NHIT analog sum, 
alled the N100LO, N100MED, and N100HI triggers,

are examples of raw triggers that make up the \physi
s triggers" of the dete
tor.

While these three are the main physi
s triggers for the dete
tor, others in
lude the 20

ns NHIT thresholds, low and high gain ESUM triggers, and a set of outward-looking

PMT triggers. There are also a number of external raw trigger inputs for 
alibration

devi
es and other systems requiring absolute time tagging (e.g. GPS syn
hronization

signals, NCDs, hydrophone). In addition, there are a number of trigger signals inter-

nal to the MTC/D that are treated in the same way as the external raw trigger signals

in terms of their global trigger generation and lat
hing. These in
lude the PULSE GT

trigger already mentioned as well a PEDESTAL 
alibration trigger, a PRESCALE of

the N100LO physi
s trigger, a DAQ-initiated \software trigger" (SOFT GT), and a

spe
ial trigger (SPECIAL RAW) whi
h �res on a programmable logi
al 
ombination
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Figure 3.5: S
hemati
 diagram of the trigger lat
hing and global trigger generation

logi
 involved in the digital trigger system. This �gure is meant to depi
t logi
 
ow

and should not be interpreted as a literal s
hemati
 of dis
rete logi
 elements in the

trigger ele
troni
s.

of nine pre-sele
ted physi
s and external raw triggers. Table 3.1 
ontains a 
omplete

list of the 26 raw trigger types implemented in the SNO trigger system.

3.5.3 Global Trigger Generation Logi


Figure 3.5 shows a s
hemati
 diagram of the trigger lat
hing and global trigger gen-

eration logi
 involved in the digital trigger system. The way that the digital trigger

system de
ides when to trigger the dete
tor is a
tually quite simple. A set of 20

ns ECL raw trigger pulses (see Table 3.1) are input to the global trigger generation

logi
. Ea
h raw trigger en
ounters a DAQ-programmable mask bit that determines

whether or not any signal from that trigger input will 
ontinue on to the rest of the

generation logi
. As su
h, only masked in raw trigger types are permitted to initiate
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Mask bit Raw trigger GT? Type Raw trigger des
ription

0 N100LO External Low threshold 100 ns

1 N100MED

p

External Med threshold 100 ns

2 N100HI

p

External High threshold 100 ns

3 N20

p

External Normal 20 ns

4 N20LB External Low threshold 20 ns

5 ESUMLO External Low-gain energy sum

6 ESUMHI

p

External High-gain energy sum

7 OWLN

p

External OWL PMT 100 ns

8 OWLELO External OWL PMT low-gain energy sum

9 OWLEHI

p

External OWL PMT high-gain energy sum

10 PULSE GT

p

Internal Pulser generated

11 PRESCALE

p

Internal Pres
aled N100LO

12 PEDESTAL Internal Pedestal 
alibration

13 PONG

p

External GPS syn
hronization delay

14 SYNC

p

External GPS syn
hronization

15 EXT ASYNC External Ext not syn
'd to 50MHz 
lo
k

16..22 EXT2..8 External External generi
 input

23 SPECIAL RAW Internal Spe
ial logi
 programmable

24 NCD External Neutral-
urrent dete
tor input

25 SOFT GT

p

Internal DAQ-initiated trigger

Table 3.1: The 26 raw trigger types of the SNO trigger system. A global trigger

resulting from any of these signals, ex
ept for the EXT ASYNC external input, is

syn
hronized to the 50 MHz system 
lo
k. A

p

in the third 
olumn indi
ates the raw

trigger types that are masked in for global trigger generation during produ
tion neu-

trino data taking. The type (external, internal) indi
ates whether the 
orresponding

trigger is externally input to the MTC/D or is generated on the board (through the

DAQ or otherwise).
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events in the dete
tor. The signals from all masked in syn
hronous triggers (i.e. all

ex
ept EXT ASYNC) are OR'd together and a valid output of this OR initiates a

global trigger on the next rising edge of the 50 MHz 
lo
k. This syn
hronization

of the global trigger to the system 
lo
k is important for maintaining robust digital

operation of the MTC/D (for lat
hing of 
ounters, memory, et
.) and also leads to

the so-
alled \20 ns jitter" of the PMT times event-to-event. It is important to note

that sin
e the front-end time measurement is operated as a 
ommon-stop system (i.e.

ea
h TAC ramp is started when the 
hannel �res and stopped on a 
ommon global

trigger, this syn
hronization only jitters the overall time o�set of ea
h event relative

to other events and does not smear the individual PMT times relative to ea
h other

(like the 1.6 ns jitter inherent to SNO PMTs) within an event.

It is sometimes useful to sum up a large number of events and have the summed

PMT time spe
trum remain sharp, without smearing due to the global trigger syn-


hronization. An example of su
h an appli
ation is laserball 
alibration of the PMT


able delays (phototube 
alibration is des
ribed in Se
tion 5.2). Therefore, to a
-


ommodate these types of appli
ations, an alternative trigger path (EXT ASYNC) is

provided for asyn
hronous global trigger generation (see Figure 3.5).

Aside from depi
ting the global trigger generation logi
, Figure 3.5 also shows how

information is stored about whi
h triggers �red in a parti
ular event. When one or

more masked in raw trigger �res, the OR of these signals is not only syn
hronized

to the system 
lo
k for global trigger generation but also a
ts as a lat
h of any valid

raw triggers. This lat
h signal is delayed � 10 ns (adjustable with an RC 
ir
uit)

before sending a \snapshot" of the state of all raw triggers to the on-board memory

for storage. This snapshot of the raw trigger inputs along with a \missed trigger"

status bit (to be des
ribed later) make up what is referred to as the \trigger word" of
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Figure 3.6: Diagram showing the 
oin
iden
e window involved in trigger word lat
h-

ing. Ea
h pulse represents a di�erent raw trigger signal arriving at the global trigger

generation logi
. Note that raw triggers arriving within �10 ns of the raw trigger

that initiates the global trigger are lat
hed into the trigger word. Also shown is how a

masked in raw trigger arriving after the lat
hing time during the trigger 
y
le 
auses

the \missed trigger" bit to be set in the trigger word.

the event. Note the important fa
t that on ea
h event, the trigger system lat
hes all

26 raw triggers, independent of their mask state and whether they are syn
hronous

or asyn
hronous triggers.

The 
oin
iden
e window for raw triggers to be lat
hed together into the trigger

word is determined by their pulse width and the lat
h delay, as well as their timing

relative to the earliest masked in raw trigger whi
h �res (i.e. the raw trigger that

initiates the global trigger and determines the trigger timing). Figure 3.6 shows a

diagram of the 
oin
iden
e window involved in trigger word lat
hing. Note that in

an ideal sense, all raw triggers arriving within �10 ns of the earliest masked in raw

trigger are lat
hed into the trigger word, as well as the raw trigger that initiated
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the global trigger itself. In a
tuality, variations in the raw trigger pulse width as

well as di�eren
es in signal propagation times to the lat
hing logi
 slightly 
hange

the 
ondition for 
oin
ident triggers at the point they are externally input to the

MTC/D. In addition to bits 
orresponding to the state of ea
h raw trigger at lat
hing

time, the trigger word also 
ontains a \missed trigger" status bit. This bit is set if

any masked in raw trigger arrives after the lat
hing time but before the end of the

trigger 
y
le (� 420 ns), as shown in Figure 3.6.

3.5.4 Global Trigger and Clo
k Counter Arrays

The global trigger ID, 50 MHz 
lo
k, and GPS 10 MHz 
lo
k are maintained in the


entral trigger using three independent 
ounter arrays on the MTC/D.

The 50 MHz 
lo
k is used for inter-event timing and 
onsists of a 43-bit 
ounter

array that is sour
ed by an external os
illator. At 50 MHz, the 
ounter rolls over

approximately every 2 days of 
ontinuous operation. The 
hoi
e of external sour
ing

allows the system to in
orporate as sophisti
ated an os
illator as one desires without

any additional on-board 
ir
uitry. The MTC/D provides for standard BNC single-

ended ECL input or a twinx 
onne
tor for di�erential ECL 
lo
k input.

A 53-bit 
ounter holds Universal Coordinated Time (UTC) time whi
h is used to

keep absolute time in SNO. This 
ounter is in
remented by a 10 MHz 
lo
k signal that

is transmitted from a surfa
e GPS re
eiver to the underground dete
tor. It provides

times for up to 28 years without rolling over - well beyond the expe
ted lifetime

of the experiment.

9

Details about how the GPS 
lo
k signal is transmitted to the

trigger system and how SNO keeps syn
hronized to the GPS re
eiver are des
ribed

9

although nearly 3.5 of those years ti
ked away by the time SNO began 
ommissioning data

taking sin
e t

0

is de�ned as midnight Jan 1, 1996.
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in Se
tion 3.5.9.

Ea
h event is assigned a unique global trigger ID within a run. This ID is stored

in a 24-bit 
ounter on the MTC/D whi
h is in
remented every time the trigger sys-

tem issues a global trigger. Aside from this global trigger ID 
ounter, ea
h front-end


hannel also has its own independent 
ounter whi
h needs to be kept syn
hronized to

the 
entral 
ounter. The details of how this a

omplished is a
tually rather involved

(see [30℄ for a detailed des
ription), and 
ompli
ations arising from this syn
hroniza-

tion 
ause some IDs to be skipped as the 
ounter in
rements through a run. Therefore,

the a
tual number of allowed global trigger IDs is slightly less than 2

24

= 16; 777; 216

implied by the size of the 
ounter.

3.5.5 Memory

The MTC/D stores 192 bits of trigger-related information on ea
h event, shown in

Table 3.2. This information is read out by the DAQ and asso
iated with PMT data

by global trigger ID.

The memory front end 
onsists of 24 1Kx9 FIFOs whi
h a
t to bu�er the in
oming

192 bits of data before going to 
ommer
ial memory modules. All of the FIFOs are

written to in parallel at the end of a trigger 
y
le during whi
h time no other global

triggers 
an be issued. The FIFOs then remove their empty 
ags, signaling to the

memory 
ontroller that they have data. At this time the 
ontroller will attempt to

move the data from the FIFOs to the DRAM SIMMs as long as the FIFOs still

have data and the memory 
ontroller is not 
urrently servi
ing a VME read request.

There are six 32-bit 4MB SIMMs whi
h are written to in parallel at a maximum rate

inversely related to the trigger 
y
le time, 
orresponding to � 60 MBytes/se
.
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SIMM(s) Bit(s) Des
ription

0,1 0..31,0..20 10 MHz 
ount (53 bits)

1,2 21..31,0..31 50 MHz 
ount (43 bits)

3 0..23 Global Trigger 
ount (24 bits)

3,4 24..31,0..17 Trigger Word (26 bits)

4 18 Missed Trigger

4 19..28 NHIT peak after 
rossing threshold

4,5 29..31,0..6 NHIT slope after 
rossing threshold

5 7..16 NHIT integral near threshold 
rossing

5 17 GT 
ounter testmode status

5 18 50MHz 
ounter testmode status

5 19 10MHz 
ounter testmode status

5 20 Memory testmode 1 status

5 21 Memory testmode 2 status

5 22 SYNCLR16 sent

5 23 SYNCLR16 sent w/o 
ounter 16-bit rollover

5 24 SYNCLR24 sent

5 25 SYNCLR24 sent w/o 
ounter 24-bit rollover

5 26 FIFOs do not all have the same empty status

5 27 FIFOs do not all have the same full status

5 28 FIFOs are full

5 29..31 Not used

Table 3.2: The Digital Master Tigger Card (MTC/D) Memory Map.

3.5.6 Calibration Pulser

As mentioned in Se
tion 3.5.1, the trigger system has the responsibility of generating


alibration pulses for front-end 
hannel timing and 
harge. These pulses are referred

to as `Pedestal' or just `PED' pulses be
ause �ring the 
hannel dis
riminators in the

absen
e of 
harge is the main way in whi
h the front-end ele
troni
s uses these pulses.

The PED pulses generated by the MTC/D are also used to perform 
harge slope mea-

surements, as the width of the PED pulse is used to set total 
harge inje
ted into the

integrators from 
alibration 
ir
uitry. In addition, the PED pulse in 
ombination with
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a programmable delay global trigger pulse is used to perform time slope 
alibrations

of the front-end Time-to-Analog Converters (TACs).

The pulsed global trigger is produ
ed from an internal trigger signal (PULSE GT)

and 
an be either asyn
hronous or syn
hronous to the 50 MHz 
lo
k, depending on

the bit set in the trigger mask. The PED and PULSE GT pulses 
an be generated

in a number of ways. The �rst and simplest way is to use the on-board pulser whi
h


an generate PED and global trigger pulses at a programmable rate between 390

kHz and 0.04 Hz. On the other hand, if a pre
ise number of PED events is desired,

the MTC/D 
an use software initiated pulses (SOFT GTs) in pla
e of the pulser. If

one wants ultimate 
exibility in PED generation, the MTC/D also has an external

pedestal input (EXT PED) where pedestal events 
an be generated by an external

sour
e su
h as a pulser.

As previously mentioned, 
ontrol over the pulse width and relative delay of pedestal

event pulses is required for 
harge inje
tion and TAC slope measurements. In the 
ase

of 
harge inje
tion, the total amount of 
harge inje
ted by the PMTIC is proportional

to the PED width. This width is programmable in 5 ns in
rements from 5 ns to 1.275

�s. The relative delay between PED and the internal trigger signal PULSE GT 
an

be varied using a 
oarse 10 ns delay relying on the 50 MHz 
lo
k and a �ne delay

in � 100 ps in
rements using a programmable delay 
hip. If the GT is generated

asyn
hronously, then it will have the full 100 ps delay resolution of the PULSE GT

pulses. However, if the GT is generated syn
hronously, it 
an only be delayed in 20

ns in
rements but will be syn
hronous to the 50 MHz 
lo
k. The relative delay is

programmable between 24 ns and 2574 ns, with the 24 ns o�set resulting from gate

and tra
e delays inherent to the board. Both PED and GT 
an be independently

delayed with 
ables that plug dire
tly into the front panel, so any desired o�set 
an
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be attained. The MTC/D 
an also be used to generate double PED pulses by feeding

the GT output of a spare fanout 
onne
tor (trigger signal fanout is des
ribed in Se
-

tion 3.5.7) ba
k into the EXT PED input. This double pulsing is used to 
alibrate

the width of a front-end timing signal GTVALID, whi
h sets the amount of time a


hannel waits for a global trigger before resetting. The relative delay between the

two PED pulses is then 
ontrolled by varying the 
oarse and �ne delay settings as in

the PED/GT delay.

3.5.7 Signal Fanout

The trigger system returns four signals to the front-end ele
troni
s - pedestal, global

trigger, and two global trigger 
ounter syn
hronization signals (one for the lower 16

bits and one for the upper 8 bits). The front-end ele
troni
s are arranged into 19

separate 
rates, and so the 
entral trigger fans out the signals through one 
able per


rate 
onne
ted to the MTC/D. The signals are driven as di�erential ECL, so these


ables are 
omprised of four sets of twisted pair wires.

The PED and global trigger signals 
an be sent separately to any 
ombination of


rates through a DAQ programmable mask register. This is very useful for 
alibrating

a subset of the ele
troni
s or masking out parti
ular 
rates from taking data. The

syn
hronization signals are always driven to all 
rates of front-end ele
troni
s to avoid

mistakenly masking out 
ertain 
rates, whi
h would wreak havo
 on data 
olle
tion.

3.5.8 Trigger Utility Board

The Trigger Utility Board (TUB) holds many spe
ial-purpose 
ir
uits whi
h have

proved useful during the debugging and operating of the trigger system, as well as for
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general purpose interfa
e to the ele
troni
s as a whole (e.g. for 
alibration devi
es).

Aside from being generally useful, the TUB provides one ne
essary servi
e in that

it 
ontains the lo
al os
illator whi
h feeds the 50 MHz 
lo
k on the MTC/D. It

also 
ontains a speaker and 
ir
uitry to drive the speaker with either PED or global

trigger pulses. This speaker signal is then transmitted to the surfa
e 
ontrol room

and makes up one of the most useful pie
es of low-level monitoring information for

sensing 
hanges in dete
tor operation.

Below is just a brief list of other TUB features (see [30℄ for more information):

� Logi
 level translations (ECL,TTL, NIM,ECL)

� Dual polarity analog pulse dis
rimination with retriggering 
apability

� TTL Pulse LED indi
ator

� DAQ programmable 32-bit serial register array with output 
onne
tors

� Drive 
ir
uitry for individual �ring of PSUP LEDs

� Conne
tor type \translations" (BNC,SMB)

� 10:1 ECL signal fanout

3.5.9 Interfa
e to Global Positioning Satellite (GPS) System

A 
ommer
ial GPS re
eiver and 
ustom interfa
e ele
troni
s are used to keep absolute

time in SNO. The GPS re
eiver drives a 10 MHz sine wave signal whose frequen
y is


ontinuously modulated to remain in syn
hronization with 
lo
ks on-board the GPS

satellites. There is also a TTL syn
hronization signal (\SYNC") output whi
h 
an

be driven by the re
eiver at a user-de�ned UTC.
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Figure 3.7: S
hemati
 diagram of the GPS syn
hronization system logi
.

Signals between the surfa
e GPS re
eiver and the SNO dete
tor ele
troni
s under-

ground are passed along 4 km �ber opti
 
ables. The translation to and from ele
tri
al

and opti
al signals is performed by two separate 
ustom �ber opti
 translator PCBs

- one on surfa
e (the \SurfBoard") and one underground (\the UGBoard"). These

boards use 
ommer
ial point-to-point opti
al ports made by Hewlett Pa
kard whi
h

are infrared (� � 1300 nm) LED transmitter (HFBR-1312T) and PIN diode re
eiver

(HFBR-2316T) pairs. The GPS 10 MHz 
lo
k signal is 
ontinually transmitted to the

underground system by the SurfBoard. The UGBoard re
eives this signal and sends

it to the MTC/D 10 MHz 
ounter as an ECL 
lo
k signal.

Syn
hronization of the MTC/D 10 MHz 
ounter with the GPS re
eiver (hen
e

UTC) is kept using the re
eiver's syn
hronization output and the logi
 shown in

Figure 3.7. A preset future time (i.e. 
ount) is loaded into a shift register at the
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front-end of the MTC/D 10 MHz 
ounter and is also loaded into the GPS re
eiver's

syn
hronization 
ir
uitry. When the time a

ording to the GPS re
eiver rea
hes this

preset time, a SYNC pulse is sent from the GPS re
eiver to the MTC/D via the

Surf/UGBoard 
ombination. The MTC/D does three things with this pulse - loads

the 10 MHz 
ounter with the preset time, generates a SYNC tagged GT, and drives

the signal (now 
alled \PING") ba
k to the UGBoard. The PING pulse is sent to

the SurfBoard where it is ele
tri
ally \re
e
ted" ba
k through the UGBoard to a

\PONG" input on the MTC/D whi
h generates a PONG tagged GT. The round

trip syn
hronization delay is simply the time di�eren
e between SYNC and PONG

triggers based on the 50 MHz 
lo
k.

Syn
hronization of SNO to the GPS re
eiver is 
he
ked by the DAQ instru
ting the

GPS to send SYNC pulses on
e per hour and inspe
ting the SYNC/PONG triggers

in the data stream. This monitoring suggests that absolute time is kept to within 100

ns (i.e. one 10 MHz 
lo
k ti
k) with hour sampling over periods of months. There

have been some interruptions - not always related to the GPS hardware - but overall

the system has performed stably over time.

3.5.10 Physi
al Design

Layout of the MTC/D and TUB designs into printed 
ir
uit boards (PCBs) was 
ar-

ried out by the author. The TUB is a simple two-layer board with a bottom ground

layer and essentially all signal and power routing 
onstrained to the top layer. The

MTC/D was a mu
h more diÆ
ult design to physi
ally implement due to 
ompar-

atively large and 
omplex 
apabilities. The MTC/D PCB is a ten-layer, 9U board

with a 
orner removed so that it �ts inside a 6U VME 
rate. The design logi
 was

55



implemented as a mixture of fast TTL and ECL (both standard ECL and Motorola

ECLinPS). While mu
h of the ECL and TTL logi
 was pa
kaged into dis
rete logi


elements (i.e. dis
rete 
ommer
ial ICs for AND gates, OR gate, et
.), a signi�
ant

fra
tion of the board logi
 was implemented in Xilinx FPGAs (Field Programmable

GateArrays). The use of FPGAs - along with very extensive simulations of the design


arried out by the author using Verilog digital logi
 simulation language - drasti
ally

redu
ed the total board debugging time sin
e a new logi
 design 
an loaded into

FPGAs \on the 
y" without any re-manufa
ture. In fa
t, the MTC/D 
urrently

running in the dete
tor is the �rst and only manufa
tured version (with some in
on-

spi
uous physi
al modi�
ations), despite 
ontaining more than 1300 
omponents and

7300 inter
onne
tions.

3.6 Data A
quisition Hardware and Software

The primary role of the DAQ system is to read out a

umulated PMT and trigger

data, and merge this information into 
omplete events whi
h are ar
hived to tape

for o�-line pro
essing. The DAQ system also provides the ne
essary 
on�guration


ontrol of the dete
tor hardware and online monitoring of low-level data integrity.

Figure 3.8 shows a simpli�ed diagram of the DAQ system and data 
ow. The

FECs in ea
h 
rate of ele
troni
s are read out through the XL1/XL2 interfa
e by

a single Motorola 68040 single-board 
omputer (eCPU) residing in a 
entral VME


rate. The eCPU also reads out MTC data and passes the MTC and FEC data to

separate 
ir
ular bu�ers in the dual-port memory (DPM) of an SBus-VME interfa
e


ard. This DPM is dire
tly a

essed by a Sun Ultra-1 workstation running a program

designed to sort PMT and FEC data and build the event data stream. This stream
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Figure 3.8: Simpli�ed diagram of the DAQ system and data 
ow.

is written to lo
al disk on the Sun and subsequently written to tape via a DLT drive


onne
ted to the 
omputer. The data is also transferred via Ethernet to a Sun on

the surfa
e and again written to tape. The surfa
e system also broad
asts a sampled

data stream to authorized 
lients via a Dispat
her program for near-line monitoring.

Hardware 
ontrol is performed by the user through an interfa
e program 
alled

\SHARC" running on a Ma
intosh PowerPC (PPC). A

ess to the front-end and

trigger hardware is done through the eCPU using DPM on a PCIBus-VME interfa
e


ard 
onne
ted to the PPC.

3.7 Monte Carlo Dete
tor Simulation (SNOMAN)

Analysis of raw data from tape and physi
s/dete
tor simulation use the SNOMAN

(SNO Monte Carlo and Analysis) software pa
kage [32,33℄. SNOMAN 
an simulate
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the produ
tion and transport of many types of parti
les (e.g. e

�

, 
, n) and radioa
tive

de
ay of many nu
lei relevant for SNO (e.g.

208

Tl,

214

Bi). Transport of e

�

and


s in
luding the produ
tion of Cerenkov light is handled using the EGS4 Ele
tron

Gamma Shower Code. SNOMAN in
ludes models of the full dete
tor geometry,

opti
al properties, ele
troni
s and data a
quisition system so that the software 
an

simulate the dete
tor response as a

urately as possible.

Constants used for dete
tor simulation and 
alibration of raw data are derived

from 
alibration data that is stored in a data base (SNODB [34℄) based on the

CERNLIB HEPDB software pa
kage [35℄. When an event is read into SNOMAN

after being unpa
ked from the raw data, the software applies 
alibration 
onstants

whi
h are valid for the parti
ular event. The Monte Carlo will also a

ess SNODB to

get information su
h as whi
h PMTs were available for data 
olle
tion (DQXX banks)

during the simulated time period for proper modeling of the dete
tor response.

3.8 Summary

In this 
hapter, the SNO dete
tor was des
ribed in some detail. It is 
lear that nu-

merous 
omplex dete
tor subsystems are required to work together for an experiment

like SNO to a
hieve its physi
s goals. In a similar way, analysis tools whi
h work well

together must be developed to maximize the physi
s 
ontent that 
an be extra
ted

from the data stream. In the next 
hapter, one su
h 
riti
al analysis tool - event

re
onstru
tion - is presented.
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Chapter 4

Event Re
onstru
tion

In the previous 
hapter, a des
ription of the dete
tor designed and built to study

solar neutrinos was presented. The raw data stream whi
h re
e
ts the ri
hness and


omplexity of the dete
tor must now be properly interpreted. Extensive 
alibration of

dete
tor elements and overall response is obviously an important step in interpreting

the data. Calibrations are dis
ussed in Chapter 5. Another important 
omponent

to any attempt at understanding the data is estimating the lo
ation and dire
tion

1

of events in the dete
tor and evaluating the quality of this estimation. This 
hapter

des
ribes the methods of event re
onstru
tion used in SNO. Emphasis is pla
ed on a

re
onstru
tion method re
ently developed by the author that has be
ome part of the

oÆ
ial SNOMAN distribution.

All re
onstru
tion methods rely somewhat on 
alibrations (e.g. PMT times times),

so it might seem pe
uliar to dis
uss event re
onstru
tion at this point. The reason

for dis
ussing re
onstru
tion before 
alibration is be
ause some of the higher-order

1

That is, the initial or average position and dire
tion of the 
harged parti
le under the hypothesis

of Cerenkov light.
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alibrations used for this thesis (e.g. energy 
alibration) use one or more of the

re
onstru
tion methods des
ribed in this 
hapter. Also, re
onstru
tion properties

themselves (e.g. vertex resolution) need to be 
alibrated. The reader dissatis�ed

with a dis
ussion involving 
alibrated PMT times and 
harges without �rst knowing

how these are determined should read Se
tions 5.1 and 5.2 on ele
troni
s and PMT


alibrations before pro
eeding.

4.1 Overview

Re
onstru
tion is one of the most important 
omponents of solar neutrino analyses

in SNO. This is be
ause many solar neutrino ba
kgrounds originate, by design, in the

outer regions of the dete
tor. In many 
ases, the only way to remove su
h ba
kgrounds

is by their lo
ation in the dete
tor

2

. This in
ludes both Cerenkov light not initiated by

neutrinos and other sour
es of light - from the instrumentation itself, for example. For

the latter, one would expe
t to be able to reje
t a large fra
tion of these non-Cerenkov

ba
kgrounds using re
onstru
tion be
ause the quality their �t under the Cerenkov

hypothesis should be poor, regardless of where the �t is in the dete
tor. In addition,

good re
onstru
tion of signal events is very important for preserving distributions

that distinguish the signal types. This has dire
t 
onsequen
es for signal extra
tion

te
hniques (des
ribed in Chapter 8) whi
h rely 
riti
ally on distin
tions in event

observables between the signals being extra
ted. For example, strong 
orrelation

with solar dire
tion is largely what distinguishes ES from CC events in the dete
tor,

so a �tter with poor dire
tion re
onstru
tion will smear out these distributions and

2

and dire
tion to a lesser extent. This is be
ause events are not a
tually 
ut based on their dire
-

tion in this analysis. However, dire
tion 
an sometimes be used to identify a dete
tor ba
kground

sour
e if it is more pronoun
ed in dete
tor rather than solar dire
tion 
oordinate system.
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onsequently in
rease 
ovarian
e between these signals.

Many re
onstru
tion methods have been developed for SNO over the years. These

make up a diverse set of algorithms whi
h all try 
ome up with 
lever (and sometimes

rather elaborate) ways to best estimate the position and dire
tion of events o

urring

in the dete
tor. It may seem pe
uliar that there are so many re
onstru
tion methods

in SNO given that the information one gets out of the dete
tor is so simple - time

(relative to the trigger) and integrated 
harge for ea
h hit PMT. It is, however, this

relatively small amount of event information whi
h makes re
onstru
tion 
hallenging

in SNO, as �tters need to determine the best way to use all of the existing information

in events to get the best possible re
onstru
tion performan
e.

This 
hapter begins with a brief des
ription of the existing �tters traditionally

used for analysis. The development of a new �tter is motivated through studies of the

bene�ts of using both PMT time and angular information in re
onstru
tion. Finally,

the \Path Fitter", whi
h implements some of these ideas and is now distributed as a

standard �tter for use by the 
ollaboration, is des
ribed in detail.

4.2 The Pre-Existing Fitters

This se
tion brie
y des
ribes the relevant �tters for solar neutrino analyses that are

distributed to the 
ollaboration as standard 
ode

3

.

4.2.1 Time Fitter

The Time Fitter is 
on
eptually the simplest of all standard �tters and is also the

least CPU intensive. This latter property makes the Time Fitter a very useful �tter

3

before SNOMAN development release 4.0083.

61



for large data sets (e.g. 
alibrations) and appli
ations where speed is preferred over

a

ura
y (e.g. as a vertex seed for other �tters). The Time Fitter returns the vertex

4

,
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i

j




!

(4.2)

where 
 is the mean speed of light, and t

i

and ~r

i

are re
orded time and known

position of the i

th

hit PMT, respe
tively. PMT time jitter is the spread in signal

arrival times at the PMT anode primarily due to the spread in arrival time of a

given photoele
tron at the �rst dynode. In pra
ti
e, a single mean PMT time jitter

resulting from 
alibrations dis
ussed in Se
tion 5.2 is used in the �tter algorithm.

Noti
e that an impli
it assumption in the Time Fitter algorithm is that all hits are

due to \dire
t" light - photons propagating dire
tly from a Cerenkov sour
e to the

PMTs. This assumption is a
tually quite a poor one, sin
e a sizable fra
tion (10-

20%) of hits are not from dire
t Cerenkov light but rather re
e
tions, s
attering,

or random PMT noise 
oin
iden
es. These hits produ
e signi�
ant tails in the �

2

distribution and also break down the approximation of using PMT jitter as the time

error for ea
h hit sin
e this error is now non-Gaussian. The Time Fitter attempts to


ir
umvent this problem by sele
tively throwing out hits in the events and re-doing

4

In this thesis, the term \vertex" is used inter
hangeably with \position", in the 
ontext of event

re
onstru
tion.
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the �

2

minimization.

The Time Fitter also returns a dire
tion \�t" whi
h is simply the mean PMT

unit ve
tor 
al
ulated from the �t vertex to the hit PMTs. This provides a rough

estimation of the mean 
harged parti
le dire
tion for Cerenkov light produ
tion when

dire
t light hits are properly sele
ted. Even if only true dire
t light hits are 
onsidered,

Poisson 
u
tuations in the angular distribution of generated photons 
an skew the

mean dire
tion. A better approa
h to dire
tion �tting is to use the a
tual angular

distribution of Cerenkov light relative to the mean or initial 
harged parti
le dire
tion

to estimate the dire
tion. Dire
tion re
onstru
tion using this angular information is

dis
ussed in Se
tions 4.2.4 and 4.3.

4.2.2 Quad Fitter

The Quad Fitter [36,37℄ uses equation 4.1, but in a very di�erent way from the Time

Fitter. Equation 4.1 applied to a single PMT hit (N=1) yields one equation with

four unknowns (~r

fit

; t

fit

). Therefore, four hit PMTs result in a set of four equations

whi
h 
an be solved for the four unknowns. To use all available information in the

event, the solutions 
orresponding to all possible 
ombinations of four hit PMTs are

obtained and make up a \Quad 
loud" of solutions in a 4D spa
e. The �t vertex

and time is the region of the Quad 
loud found to have the highest density

5

. An

advantage of this �tting method is that one no longer has to throw out hits be
ause

the global Quad 
loud maximum density is relatively insensitive to non-dire
t hits

whi
h in many 
ases do not 
ontribute real solutions to the Quad 
loud.

5

The �rst work done by the author for SNO was appli
ation of simulated annealing te
hniques

to �nd this maximum density. Simulated annealing is dis
ussed later in this 
hapter.

63



4.2.3 Grid Fitter

The Grid Fitter [38℄ is a maximum likelihood �tter whi
h uses a normalized distribu-

tion of PMT hit time residuals derived from Monte Carlo as the probability density

fun
tion (PDF), P(t

res

i

;~r

gen

; t

gen

). The time residual fun
tion t

res

i

is the same as in

Equation 4.2, and ~r

gen

; t

gen

are the position ve
tor and time of a generated Monte

Carlo event, respe
tively. The Monte Carlo events used to generate the PDF were

208

Tl de
ays in the AV and PMT regions. The PDF used in the Grid Fitter is a �t

to the average of the resulting t

res

i

distributions from these simulations.

The �t vertex and time is the ve
tor ~r

fit

and time t

fit

that minimizes the negative

log likelihood fun
tion,

� logL(~r

fit

; t

fit

) = �

N

X

i=1

log [P(t

res

i

;~r

fit

; t

fit

)℄ (4.3)

In pra
ti
e, the � logL fun
tion shown Equation 4.3 is minimized in two steps. The

fun
tion is minimized at ea
h point in a 3D position grid within the dete
tor volume.

This is a set of N

g

1D minimizations in the variable t

fit

, where N

g

is the total number

of grid points. The ~r

fit

and t

fit


orresponding to the grid point with largest log-

likelihood is used to seed a 4D minimization of the fun
tion in 4.3 by the CERNLIB

MINUIT minimization pa
kage.

Various attempts at improving the vertex re
onstru
tion performan
e of the Grid

Fitter have been implemented along with the addition of a separate �t for dire
tion

using the angular distribution of Cerenkov photons generated by ele
trons in Monte

Carlo simulations [39℄.
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4.2.4 Elasti
 Fitter

The Elasti
 Fitter [40℄ is a re
onstru
tion method whi
h �ts events for vertex and

dire
tion by minimizing separate position and angular residual fun
tions. What sep-

arates the Elasti
 Fitter from the previously dis
ussed �tters (and gives the �tter its

name) is the rather elegant method used to dis
ard \bad" (i.e. non-dire
t) hits during

the �tting pro
ess. The algorithm used to dis
ard hits during the �t is quite similar

to the method of simulated annealing

6

whi
h has proved useful in solving global min-

imization problems. The basi
 idea of the Elasti
 Fitter is to weight ea
h hit PMT's


ontribution to the sum of squared residuals to be minimized by an amount related to

a \temperature" parameter that is slowly redu
ed during the �t. In the early stages

of the �tting pro
ess (highest temperature), the true vertex or dire
tion is usually

more poorly estimated than in the latter stages, so the �tter is more forgiving of hits

with bad residuals. As the �t progresses, however, the error presumably de
reases

by the �tting pro
ess so hits with poor residuals are weighted mu
h 
loser to zero -

e�e
tively throwing them out of the �t.

While the detailed s
heme used by the Elasti
 Fitter to weight the individual

squared residual terms in the sum is rather involved, the residual fun
tions are 
om-

paratively straightforward. The residual fun
tion for the vertex �t is essentially just

Equation 4.1 multiplied through by 
 to make it a position residual, R

pos

i

, given by

R

res

i

(~r

fit

; t

fit

) = 
(t

fit

� t

i

)+ j ~r

fit

� ~r

i

j �Æ

pos

(4.4)

where Æ

pos

is an added term to 
ompensate for skew in the mean of R

res

i


aused by

6

The method of simulated annealing is dis
ussed in Se
tion 4.3 related to its use in the Path

Fitter re
onstru
tion method.
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late light from re
e
tions and s
attering. A �t for dire
tion is done separately

7

by

minimizing the weighted sum of squared angular residual fun
tions for ea
h PMT.

The angular residual fun
tion is the sine of the angle between a hit PMT ve
tor and

a ve
tor from the �t position to the point on the \Cerenkov 
one" 
losest to the hit

PMT. In this 
ontext, the \Cerenkov 
one" refers to the set of all rays from the �t

position su
h that the angle between a given ray and the �t dire
tion is equal to the

Cerenkov angle, �




, in the medium (�




� 42

o

in water).

4.3 A New Fitter: The Path Fitter

A new re
onstru
tion method [41℄ has been developed by the author in an attempt

to improve vertex re
onstru
tion performan
e of time-only based �tters by simulta-

neously in
luding PMT angular information along with hit PMT time information in

�tting events. This �tter builds upon earlier work [42℄ on the use of time and angle

information in maximum likelihood (ML) based �tters for SNO.

This new �tter is 
alled the \Path Fitter" be
ause the original approa
h was

to 
onstru
t a di�erent PDF that is a sum of all possible photon paths from the

ele
tron vertex to a given PMT, properly weighted by the relative probability of

ea
h path. The �t position, dire
tion, and time are then the set of these parameters

whi
h maximize the likelihood fun
tion for the event. This turned out to be quite an

ambitious undertaking, largely be
ause of the diÆ
ulty of determining the late light


omponent to events for whi
h there is 
urrently no 
alibration

8

. As a result, the

7

The vertex and dire
tion �ts are 
ompletely independent ex
ept that the dire
tion �t uses PMT

weighting information from the vertex �t.

8

The opti
al 
alibrations des
ribed in Se
tion 5.3 are for prompt light only and 
onsequently, no


alibration of re
e
ted or s
attered light 
urrently exists.
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�tter used in this thesis and distributed for use by the 
ollaboration

9

implements a

s
aled-down version of original Path Fitter prin
iples whi
h attempts to in
orporate

the best parts of the method with simplifying assumptions about late light. Based on

vertex and dire
tion re
onstru
tion performan
e, the Path Fitter has been 
hosen by

the SNO 
ollaboration as the 
urrent primary �tter used for solar neutrino analyses.

This se
tion des
ribing the Path Fitter is organized in the following way. In Se
-

tion 4.3.1, some general issues related to re
onstru
ting events in SNO are dis
ussed in

the 
ontext of 
onstru
ting the Path Fitter. These in
lude the motivation for using

signal-based PDFs, dis
arding PMT hits during the �tting pro
ess, and speed-of-

light issues. The use of PMT time and angular information in vertex re
onstru
tion

is dis
ussed in Se
tion 4.3.2, where studies under ideal Monte Carlo 
onditions that

demonstrate some interesting e�e
ts of using angular information are presented. This

naturally leads into a des
ription of the Path Fitter approa
h to vertex and dire
tion

re
onstru
tion in Se
tion 4.3.3 along with a des
ription in Se
tion 4.3.4 of the a
tual

�tter implemented in SNOMAN and used in this thesis. The interested reader is

referred to [41℄ and [42℄ for more detailed information regarding the Path Fitter and

time and angle �tting.

4.3.1 General Fitter Considerations

This se
tion 
ontains a dis
ussion of some general issues relevant for developing a

re
onstru
tion method su
h as the Path Fitter.

9

SNOMAN versions 4.0083 and later.
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Signal PDFs

The expli
it approa
h used to �t events with the Path Fitter is to use as mu
h

information about the signals one is trying to re
onstru
t as possible to estimate the

most likely position, dire
tion, and time of the event. The re
onstru
tion is performed

under the hypothesis that the event was initiated by a single relativisti
 ele
tron. For

CC and ES signals, this is a valid hypothesis. A given neutron signal event may

involve several Compton-s
attered ele
trons from the 
apture 
. We are fortunate

to have 
opious amounts of 
alibration data

10

very near the 
apture 
 energy to test

how well these re
onstru
t under the single ele
tron hypothesis. After a parti
ular �t

is 
ompleted, the 
onsisten
y of this hypothesis with the observed time and angular

distribution of hits in the event is tested. Re
onstru
ted events whi
h are in
onsistent

with this hypothesis (at some level) are reje
ted. Aside from reje
ting Cerenkov events

(e.g. external � � 
s) that are poorly re
onstru
ted in either position or dire
tion,

this approa
h has the added advantage of reje
ting non-Cerenkov ba
kgrounds from

instrumental sour
es of light, for example.

Dis
arding Hits During the Fit

Most �tters use some sort of algorithm to dis
ard PMTs during the �t in an e�ort to

improve vertex re
onstru
tion. As des
ribed in Se
tion 4.2.4, the Elasti
 Fitter uses

a parti
ularly elegant method of de-weighting hits that is 
losely analogous to the

method of simulated annealing. The idea is that only PMT hits from dire
t Cerenkov

light are well understood through 
alibrations, therefore other PMT hits should be

ignored be
ause they add no useful information to the �t. A simple example of a

10

from the

16

N 
alibration sour
e to be dis
ussed in Chapter 5.
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�tter that follows this pro
edure is the SNOMAN Time Fitter that was dis
ussed

in Se
tion 4.2.1. An impli
it assumption in the Time Fitter algorithm is that hits

are due to dire
t light - photons propagating dire
tly from a Cerenkov sour
e to the

PMTs. However, a sizable fra
tion of hits are not from dire
t Cerenkov light but

rather re
e
tions, s
attering, or random PMT noise 
oin
iden
es. The Time Fitter

attempts to 
ir
umvent this problem by sele
tively throwing out hits in the events

and re-doing the �

2

minimization.

Any method of sele
ting dire
t light hits is non-ideal and 
an lead to vertex re
on-

stru
tion tails when non-dire
t light hits remain in the �t. This may be parti
ularly

serious at low energies where it is more diÆ
ult to distinguish dire
t light from other

types of PMT hits. There is also an unavoidable loss of dire
t light hits in the pro
ess,

whi
h degrades the vertex resolution by throwing out information that is valid under

the �tter hypothesis. In the Path Fitter, all PMTs whi
h pass the full timing 
alibra-

tion are used in the �t

11

. The maximum likelihood method allows one to in
orporate

any type of information into the PDF. For example, a hit far out of time with the

prompt time peak (determined by the hypothesized ele
tron position) has a 
ertain

probability of being random noise whi
h is in
orporated as a uniform probability dis-

tribution in time and angle with relative magnitude related to the average PMT noise

rate in the dete
tor and o

upan
y of the event.

Of 
ourse, a PDF is only as good as the information that goes into it. One

might argue that it is better to simply throw out late hits rather than assign them

probabilities be
ause of the diÆ
ulty of determining an a

urate PDF. This may be

true, although in the end it is a trade-o� between the dangers of properly sele
ting

11

Eventually, 
hannel property information from ANXX banks should be used to ignore hits from

bad 
hannels.
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only dire
t hits and the dangers of assigning non-dire
t hits the wrong probability.

In the Path Fitter, the 
hoi
e of using all the hits in the event is made and the late

light 
omponent is modeled in a very simple way as a step fun
tion at the prompt

time �(t

i

� t

prompt

).

Speed of Light

Choosing the speed of light to be used in �tters designed for SNO is a non-trivial

matter due to the a
ryli
 vessel. The reason is that the group velo
ity, v

g

, of Cerenkov

light depends on wavelength in a dispersive medium like water and AV absorption

is wavelength dependent (shorter wavelengths are preferentially absorbed). Also, the

AV has a larger index of refra
tion than water (� 1:5 for a
ryli
 
ompared to 1.33 for

water) so the speed of light from sour
e to PMT depends on the amount of a
ryli


traversed, even negle
ting the wavelength dependen
e of v

g

. A path-dependent speed

of light 
an be naturally in
orporated into the Path Fitter framework.

For Cerenkov light, the total energy deposited per unit angular frequen
y, !, per

unit tra
k length, x, is given by [43℄,

d

2

E

dxd!

=

�

ze




�

2

!

 

1�

1

�

2

n

2

(!)

!

(4.5)

where ze is the parti
le 
harge, � = v=
 is the parti
le velo
ity relative to the speed of

light in va
uum, and n(!) is the index of refra
tion. The integral of Equation 4.5 over

all wavelengths remains �nite be
ause of the asymptoti
 behavior of n and medium

absorption at very long and short wavelengths. In addition, Equation 4.5 need only

be integrated over the wavelength range imposed by the PMT response (� 300� 600

nm). In this range, n is not a strong fun
tion of !, although it does in
rease slightly
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Figure 4.1: Distribution of energies for (left) generated and (right) dete
ted photons

produ
ed by ele
trons in the D

2

O . For referen
e, 2 eV photons 
orrespond to � 600

nm wavelength and 4 eV 
orresponds to � 300 nm. Figures 
ourtesy of J.R. Klein.

from 300 nm to 600 nm.

It follows that if n is approximately independent of ! over the range of interest

(i.e. PMT wavelength response), then the number of Cerenkov photons generated,

dN




, over a tra
k length, L, where the parti
le energy is above Cerenkov threshold,

is independent of photon energy (E




= �h!),

dN




dE




= L

�

ze

�h


�

2

 

1�

1

�

2

n

2

!

(4.6)

Note that Equation 4.6 implies that Cerenkov photons will be generated provided

�

2

n

2

> 1, or in terms of total ele
tron energy,

E > m


2

n

p

n

2

�1

= 0:78 MeV (in water)

Figure 4.1 shows the energy distribution of dete
ted photons for ele
trons generated

inside the D

2

Oregion. The 
at photon energy distribution is \altered" by a

eptan
e
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e�e
ts of both the a
ryli
 vessel, whi
h absorbs predominantly short wavelengths, and

the PMT wavelength response.

As previously mentioned, the group velo
ity of light depends on wavelength in a

dispersive medium. Spe
i�
ally, the group velo
ity is given by

v

g

=

d!

dk

(4.7)

where k is the wave number. Equation 4.7 
an re-written as

1

v

g

=

n




+

!




dn

d!

(4.8)

using the relation between k, !, and 
, k =

n!




. Note that while v

g

equals the phase

velo
ity, v

p

=




n

, in a non-dispersive medium (e.g. va
uum), in a normally dispersive

medium like water where n(!) is a monotoni
ally in
reasing fun
tion of ! (

dn

d!

> 0)

the group velo
ity gets smaller as the photon energy in
reases. Therefore, the proper

speed of light to use in a �tter whi
h 
onsiders path-dependent probabilities (like the

Path Fitter) is a distribution of speeds that is a 
onvolution of the group velo
ity

v

g

(!), the attenuation length of the medium at a distan
e x from the sour
e, �(x; !),

and the PMT response, R(!),

P (v

g

) �

Z Z

v

g

(!)R(!)e

�x

�(x;!)

dxd! (4.9)

where variation of the PMT angular response with wavelength is ignored and re
alling

that the Cerenkov photon energy distribution is approximately 
onstant over the

angular frequen
y range of interest.

As an example of these e�e
ts, 
ompare the photon speed distributions shown
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Figure 4.2: Photon speed distributions of dete
ted photons for ele
trons generated

uniform and isotropi
 in the (left) D

2

Oand (right) H

2

Oregions. Figures 
ourtesy of

J.R. Klein.

in Figure 4.2 of dete
ted photons for Monte Carlo ele
trons generated uniform and

isotropi
 in the heavy water and light water regions. A given dete
ted photon speed

is simply the distan
e from sour
e to PMT divided by the photon time-of-
ight. Note

that the mean and most probable (peak or mode) speeds are larger for events from

the D

2

O . The reason is that be
ause of solid angle 
onsiderations, the majority

of photons from the light water travel dire
tly to the PMTs without traversing the

a
ryli
 vessel. Re
all that a
ryli
 attenuates higher energy photons whi
h are slower

in water. Therefore, the more a
ryli
 that is traversed, the larger the speed of light

on average. This is why the mean and mode speeds are larger for events originating

in the heavy water than events from the light water. Note also that the photon

speed distribution is broader for light water events, owing to the fa
t that light water

photons 
an traverse either zero or two AV thi
knesses, while dete
ted photons from

the heavy water always 
ross the AV exa
tly on
e.
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While in
lusion of a path-dependent speed of light in the Path Fitter is straightfor-

ward and should improve performan
e, the e�e
ts are probably quite small a

ording

to the distributions shown in Figure 4.2. Therefore, the Path Fitter uses the average

of the modes of the heavy water and light water distributions (21.8 
m/ns) as the

speed of light in re
onstru
ting events.

4.3.2 Use of Time and Angle Information in Re
onstru
tion

All previous standard �tters in SNO use only PMT timing (distan
e-
orre
ted) in-

formation in vertex re
onstru
tion

12

. However, there is information in the pattern of

PMT hits whi
h is related to the angular distribution of Cerenkov light from rela-

tivisti
 ele
trons whi
h initiate the events we are interested in analyzing. This se
tion

des
ribes some studies that were done to understand how in
lusion of this information

a�e
ts the quality of vertex re
onstru
tion.

A well-known e�e
t in time-only based �tters is the so-
alled \drive" - the vertex �t

is systemati
ally displa
ed from the true position along the initial ele
tron dire
tion.

This reason for this e�e
t is that the azimuthal symmetry of Cerenkov light provides

a poor 
onstraint on the vertex along the axis of symmetry

13

. For a perfe
t Cerenkov


one imaged as a ring on the PSUP, the vertex is 
ompletely un
onstrained along this

axis, sin
e one 
an always move the vertex and not degrade the dire
t light hypothesis

if one also adjusts the ele
tron time in kind. If one adds a PMT hit from a dire
t

photon whi
h does not lie on this ring, the �tter will 
hose a parti
ular point on the

along the ring axis for the �x vertex. What happens to the �t if this additional hit

12

Although not a standard �tter in
luded in the SNOMAN distribution, Bill Frati at Penn has

developed a �tter that uses angular information for vertex re
onstru
tion.

13

and this axis is 
losely related to the initial dire
tion of the ele
tron if one 
onsiders that multiple

ele
tron s
attering is forward-peaked in a Cerenkov photon-weighted sense.
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is not dire
t, but rather 
omes at a time earlier or later than the dire
t light time?

In a ni
e treatment of this problem shown in Appendix C of [44℄, it was shown that

an early hit inside (outside) the ring drives the �t forward (ba
kward) and a late

hit inside (outside) the ring drives the �t ba
kward (forward). The drive displayed

in time-residual based �tters is a 
onsequen
e of more light being late (s
attering,

re
e
tions) than early and of late hits being predominantly outside the ring produ
ed

by Cerenkov light.

Sin
e the sour
e of the drive in time-based �tters is related to the symmetry of hit

patterns resulting from Cerenkov light, it seems natural that expli
it in
lusion of this

angular information should mitigate this systemati
 e�e
t. However, when time and

angular information were used to together in vertex re
onstru
tion on MC ele
trons

in SNOMAN, it was observed that the drive a
tually gets substantially worse! Studies

that were done to try to understand this rather disappointing fa
t under ideal MC

situations are dis
ussed in the remainder of this se
tion. It is found that proper use

of angular information is mu
h more subtle than originally believed.

Fitting in 2D \Perfe
t World"

To study vertex �tting using angular information, the simplest non-trivial \world"

was 
reated where events 
ould be generated through Monte Carlo te
hniques and

�t using an angular distribution representative of Cerenkov light from a multiply

s
attered ele
tron. This angular distribution is dis
ussed in Se
tion 4.3.4, however all

one needs to know for this dis
ussion is that the largest probability is at the Cerenkov

angle (� 42

o

) relative to the initial ele
tron dire
tion. The world 
reated for study is

a 2D world where the 'PMTs' are simply represented as N

pmt

equal angular regions

on a 
ir
le that give full 
overage and have unit quantum eÆ
ien
y. In addition, there

75



are no opti
al or other e�e
ts that would alter a generated photon's traje
tory so that

a generated Cerenkov photon is always dete
ted by exa
tly one PMT.

Sin
e this ideal 2D world has perfe
t photo
athode 
overage and eÆ
ien
y, an

\ele
tron" that generates N




Cerenkov photons will result in an event with N

Hit

=

N




PMT hits, although some PMTs may be hit more than on
e. The probability, P,

of observing r hits in the i

ith

PMT has a Poisson probability distribution,

P

i

(r; ~r

e

;

^

d

e

) =

1

r!

�

r

i

e

��

i

(4.10)

where

�

i

� N




�

i

=

N

Hit

2

�

i2

Z

�

i1

g(�)d� (4.11)

where � is the angle between the ele
tron dire
tion ve
tor

^

d

e

and the ve
tor from the

ele
tron position ~r

e

to a point on the PMT, and g(�) is the angular distribution of

Cerenkov photons relative to the initial ele
tron dire
tion. The probability is divided

by two as shown in Equation 4.11 be
ause of the azimuthal symmetry of Cerenkov

light. Proje
ted into 2D, this symmetry means that there are always two points on

the 
ir
le whi
h have the same � and, 
onsequently, the same probability. The �t

ele
tron position and dire
tion are the ve
tors whi
h maximize the likelihood fun
tion

for the event,

L(~r

e

;

^

d

e

) =

N

pmt

Y

i=1

P

i

(r; ~r

e

;

^

d

e

) (4.12)

where the produ
t is over all PMTs on the 
ir
le.

The distribution of �t positions for \ele
trons" generated at the 
enter in the

+x dire
tion is shown in Figure 4.3 along with a display of a typi
al event and �t.

The drive is 
learly evident here, as the mean �t position along the initial ele
tron
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Figure 4.3: (left) Distribution of �t positions in 2D world for \ele
trons" generated

at the 
enter in the +x dire
tion. (right) An event display of a �t showing the \swirl"

e�e
t.

dire
tion (+x) is positive. The reason for this 
res
ent shaped distribution is that

the likelihood 
an be in
reased by moving the �t position o� axis and forward if the

dire
tion is also altered so that the hit PMTs remain near the Cerenkov angle. This

so-
alled \swirled" position has a larger likelihood than the 
enter be
ause of the

in
reased solid angle 
ontribution gained by moving 
loser to the PMTs with little

penalty in the angular distribution be
ause the �t dire
tion is simultaneously adjusted

to 
ompensate

14

. This argument is based on the 
onsideration of hit tubes, but what

about unhit PMTs whi
h are also in
luded in the likelihood? It was originally thought

that unhit tube probabilities would 
an
el swirl e�e
ts that lead to drive. The reason

is that although swirling toward hit tubes in
reases their hit probability (and thus

in
reases the overall event likelihood), it redu
es the probability that unhit tubes

14

the reason one side of the 
res
ent is 
hosen over the other is be
ause of Poisson 
u
tuations

that leave more hits on one side than the other. Larger solid angle gains 
an be made by moving


loser to more hit tubes at the expense of redu
ing solid angle for fewer tubes.
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Figure 4.4: Likelihood 
ontour for 2D �ts using (left) time only and (right) angle

only. Events were generated at the 
enter of 2D world in the +x dire
tion. Figures


ourtesy of J.R. Klein.

in the vi
inity of the hit tubes are unhit, thus redu
ing their 
ontribution to the

likelihood. These unhit tube e�e
ts are at work in the �tting pro
ess, but their e�e
t

is too small to fully 
an
el the swirl.

The question still to be answered is whether angular information helps in vertex

re
onstru
tion. Spe
i�
ally, is �tting using time and angle better than �tting using

time information only? The answer turns out to be \yes" in this simple 2D world.

Figure 4.4 shows 
ontour plots of the likelihood spa
e for �ts using only time informa-

tion and �ts using only angular information. Note the the time and angle 
ontours

are 
omplementary in terms of their 
onstraints on the vertex. As previously dis-


ussed, the time information provides a poor 
onstraint along the ele
tron dire
tion,

as 
an be seen from the 
omparatively gradual likelihood slope in the +x dire
tion.

However, as the angular likelihood 
ontour in Figure 4.4 shows, this is exa
tly the

dire
tion whi
h is best 
onstrained by the Cerenkov angular information. Therefore
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Figure 4.5: x

fit

distributions of events generated at the 
enter of 2D world with (left)

1.5 ns PMT time jitter and (right) 20 ns jitter, when time only is used and time and

angle are used in the �tting. Figures 
ourtesy of J.R. Klein.

one would expe
t that the 
ombination of time and angle would 
onstrain the vertex

better than either pie
e of information alone.

Figure 4.5 shows x

fit

distributions of events generated at the 
enter of the 2D

world, when time only is used and when both time and angular information are used

in the �tting. Note that for a nominal PMT time jitter of 1.5 ns, the simultaneous use

of time and angle information narrows the �t residual distribution. The improvement

is mu
h more dramati
 when the timing information is bad, whi
h is demonstrated

in Figure 4.5 with 20 ns PMT jitter. This suggests that angular information may be

useful in redu
ing ill e�e
ts on vertex re
onstru
tion from bad 
hannel timing, speed

of light variations (re
all Se
tion 4.3.1), et
.
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Fitting in 3D

It was shown in the previous se
tion that angular information helps vertex determi-

nation in 2D. It was also shown that angular information, while providing a strong


onstraint on the vertex along the initial ele
tron dire
tion, provides a poor 
onstraint

along a 
res
ent-shape 
ontour when the dire
tion is allowed to vary. How do these

e�e
ts 
hange when we 
onsider 3D dimensional �tting?

For these studies, it was easiest to simply use the Monte Carlo ma
hinery that

exists in SNOMAN. To make the SNOMAN 3D world as ideal as possible so that

useful 
omparisons to 2D results 
ould be made, all the e�e
ts whi
h make photon

propagation and dete
tion di�erent were disabled - re
e
tions, s
attering, speed of

light variations, et
. The �t positions for ele
trons generated at the 
enter of this

\ideal" 3D world in the +x dire
tion exhibit a forward drive whi
h is larger and very

di�erent in 
hara
ter than the 2D 
ase. It was pointed out [45℄ that a di�eren
e be-

tween the 2D and 3D worlds was the way that Cerenkov photons were generated. In

the 2D world, photons were generated by dire
tly from the Cerenkov photon distribu-

tions, both in polar and azimuthal angles. The polar distribution was obtained from

the distribution of photon angles relative to the initial ele
tron dire
tion obtained by

EGS4 simulation of many ele
tron events in SNOMAN. The azimuthal distribution

in the 2D world is a uniform distribution, and therefore all events are azimuthally

symmetri
. In 3D world, however, events are generated by the EGS4 
ode. This

subtle di�eren
e turns out to have quite a large e�e
t on the �t vertex distribution

in terms of drive (See Figure 4.6). In this 
ase, the �t results look exa
tly like what

one expe
ts from a 3D-rotated version of Figure 4.3 when the same Cerenkov photons

distributions are used to generate and �t the events. It 
an also be seen in Figure 4.7
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Figure 4.6: Distribution of �t positions for ele
trons generated at the 
enter of 3D

world in the +x dire
tion when (left) SNOMAN EGS4 is used to generate and (right)

the same distribution is used to generate and �t the events. Figures 
ourtesy of J.R.

Klein.

that the drive is greatly redu
ed when the same distribution is used to generate and

�t the events as opposed to using EGS4 generation.

What does all this mean for 3D �tting using angular information? It was sug-

gested [46℄ that the assumption of azimuthal symmetry in the PDF might be related

to the additional drive seen in 3D when trying to �t events from realisti
 photon

generation by EGS4. The studies just presented 
ertainly demonstrate that there is a

big di�eren
e between �tting EGS4 generated events and events generated from the

average distribution. It also makes sense that azimuthal symmetry is not the proper

individual event hypothesis for typi
al events when one 
onsiders the generation of

Cerenkov light from a multiply s
attered ele
tron. In the simplest example, azimuthal

symmetry is maximally violated in an event where the ele
tron generates light over

one straight tra
k along its initial dire
tion, s
atters at large angle, and then gener-

ates light along this tra
k until it drops below Cerenkov threshold. It may be that
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Figure 4.7: Drive distribution for events generated uniformly and isotropi
ally in the

D

2

Owhen (left) SNOMAN EGS4 is used to generate and (right) the same distribution

is used to generate and �t the events.

a more a

urate PDF would be one whi
h deals with the probabilities of individual

ele
tron s
attering traje
tories, in
luding s
atter-to-s
atter 
orrelations in dire
tion.

This is not an easy task by any means, but it is brought up as possible dire
tion for

improvement of the existing Path Fitter in SNOMAN. As we will see, even �tting

without a stri
tly ideal angular PDF has advantages over the existing time-only based

�tters in SNO.

The next se
tion outlines development of the Path Fitter whi
h naturally leads

into a dis
ussion of the �tter implemented in SNOMAN and used in this thesis.

4.3.3 Fitter Development - A Brief History of Time and Angle

Initial work by the author on re
onstru
tion started with the idea of using Monte

Carlo simulation on a event-by-event basis to determine the PDF used for �tting

events. The main point was that an ideal �tter in terms of using all available infor-
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mation would be a maximum likelihood �tter that employs the full MC to determine

the probability density for a given PMT to re
ord a given 
harge and time. In pra
-

ti
e, the PDF for a given hypothesized ele
tron position, dire
tion, time, and energy

would be determined by simulating this ele
tron many times (an in�nite number, in

prin
iple) and noting the relative number of times that ea
h PMT re
ords a given

time and 
harge.

In pra
ti
e, there are several problems with su
h a �tter. The MC does not per-

fe
tly simulate the physi
s nor the dete
tor response. A more serious diÆ
ulty is

that simulating the large number of events required to get a statisti
ally signi�
ant

PDF and re-doing this many times as the minimization routine sear
hes the phase

spa
e of possibilities requires an impra
ti
able amount of CPU power. An attempt

was made to speed up the MC PDF determination by prepro
essing the Cerenkov

photon produ
tion in terms of the angular distribution of light produ
ed by the ele
-

tron. This is possible be
ause while PDF determination by the previously des
ribed

method involves summing over many events, one 
an just use the angular distribu-

tion of Cerenkov light to get the PDF by simply generating one event having a very

large number of photons. The MC is then used to simply propagate the photons and

simulate the dete
tor response. Su
h a �tter - 
alled the \bomb" �tter sin
e a large

photon bomb with Cerenkov angular distribution is used to estimate the PDF at

ea
h minimization step - was attempted and abandoned be
ause of the impra
ti
able

amount of CPU time required to �t events.

In the Path Fitter, a di�erent approa
h is taken to estimating the PDF. In prin
i-

ple, the SNOMAN MC is simply using Monte Carlo te
hniques to do a set of integrals

- albeit a very 
ompli
ated set of integrals 
ontaining many di�erent parts that re
e
t

the ri
hness and 
omplexity of the dete
tor. It may be possible to simply 
al
ulate the
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most important of these integrals to get PDFs whi
h are reasonable approximations

of the \true" PDFs resulting from the full MC 
al
ulations.

The 
hallenge in 
al
ulating a reasonably a

urate PDF is to properly reprodu
e


orrelations between timing and angular distributions of hit PMTs. The prin
iple

approa
h of the Path Fitter is to break the PDF into a sum of terms, ea
h of whi
h

represents the probability for a given PMT to be hit at a 
ertain time if the Cerenkov

photon 
ausing the hit follows a parti
ular type of path (e.g. dire
t light, s
attering,

re
e
tions). Ea
h of the terms then has the proper 
orrelation between time and

angle that 
an, in prin
iple, be 
al
ulated. Therefore, we have the following estimate

for the PDF,

P

i

(n

i

; t

i

; ~r

e

;

^

d

e

; t

e

; E) =

X

jpaths

P

ij

(n

i

; t

i

; ~r

e

;

^

d

e

; t

e

; E) (4.13)

where P

ij

is the probability density 
orresponding to the j

th

path type for the i

th

PMT to be hit n

i

times and re
ord a time t

i

, given an ele
tron initially at ~r

e

, t

e

in

the dire
tion

^

d

e

. Note that higher order terms (e.g. paths 
orresponding to s
atter

+ re
e
tion or s
atter + s
atter) are left out of the PDF 
al
ulation.

The path-dependent density fun
tions P

ij

separate into the produ
t of time and

angle parts,

P

ij

� P

TIM

ij

(n

i

; t

i

)P

ANG

ij

(n

i

) (4.14)

The reason this is not shown as an equality is be
ause the 
al
ulation for ea
h of

the path types a
tually involves integration of this fun
tional form. For example, the

s
attering term involves integration over all s
atterers in the dete
tor, and there are

several paths that a re
e
ted photon 
an take into a given phototube. Note that n

i

is in
luded in the time fun
tion to suggest the possibility of in
luding multi-photon

e�e
ts in the time PDF. The time fun
tion P

TIM

ij

would then have the same form
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(e.g. Gaussian PMT jitter) for ea
h of the paths, di�ering only in the photon path

distan
e. The angular part is the Poisson probability for a given PMT to be hit n

i

times,

P

ANG

ij

(n

i

) =

1

n

i

!

�

n

i

ij

e

��

ij

�

ij

� N




�

ij

(4.15)

where N




is the number of Cerenkov photons generated by the ele
tron (
an be

roughly estimated from N

Hit

and the overall PMT eÆ
ien
y + 
overage), and �

ij

is

the probability for a Cerenkov photon generated by the ele
tron to be dete
ted by

the i

th

PMT. The probability �

ij

depends on the angular distribution of Cerenkov

photons from the ele
tron, the solid angle subtended by the i

th

PMT from the ele
tron

position, and opti
al e�e
ts su
h as attenuation and re
e
tivity.

The main disadvantage of using 
al
ulated rather than Monte Carlo generated

PDFs in a �tter is the diÆ
ultly of properly estimating 
ontributions from re
e
tions

and s
attering. In terms of re
e
tions, only the dominant PSUP re
e
tions were in-


luded in PDF 
al
ulations and the PSUP was approximated as a spheri
al mirror

with uniform re
e
tivity. S
attering was 
onsidered by assuming a uniform distri-

bution of s
atterers in the dete
tor volume, whi
h s
atter light isotropi
ally with a

probability related to the s
attering length of the medium.

While PDFs generated from modeling re
e
tions and s
attering in this way quali-

tatively mat
h the Monte Carlo results, there are several problems with this approa
h.

From a pra
ti
al standpoint, a typi
al �t requires many su
h 
al
ulations to be per-

formed, sin
e the PDF needs to be re
al
ulated at ea
h ele
tron phase spa
e point.

The s
attering 
omponent to this 
al
ulation is parti
ularly CPU intensive, sin
e it

involves mult-dimensional integration for ea
h hit PMT to add up 
ontributions from

all s
atterers in the dete
tor volume. In addition, modeling of the PSUP as a spheri
al

85



mirror is too simplisti
, as there are substantial non-spe
ular PSUP re
e
tions whi
h

need to be in
luded. Appendix A 
ontains some notes on 
al
ulation of re
e
tions

and s
attering for the interested reader.

PDF Normalization

Sin
e a di�erent PDF is used for ea
h ele
tron position ~r

e

, time t

e

and dire
tion

^

d

e

,

one needs to worry about the relative normalization of the PDFs

15

. If one ignores

multi-photon e�e
ts and 
onsiders a signal photon path in the sum, the normalization

is trivial
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if P

TIM

ij

is itself normalized. The fa
t that the normalization is independent of ~r

e

, t

e

,

and

^

d

e

greatly simpli�es the �tting pro
edure. If one now 
onsiders multiple photon

paths, there are additional multipli
ative terms that re
e
t the relative probabilities

of photon paths. For example, if there were only dire
t and re
e
ted light in the

dete
tor, the re
e
tion term would be multiplied by the fra
tional amount of re
e
ted

light (related to the mean re
e
tion 
oeÆ
ient) and the dire
t term would be pre
eded

one minus this probability to normalize the overall PDF.

In the interest of implementing a �tter whi
h in
orporates the basi
 Path Fitter

approa
h but avoids the diÆ
ulties of 
al
ulating re
e
tions and s
attering, a simpli-

�ed Path Fitter has been installed in SNOMAN. This �tter is des
ribed in the next

se
tion.

15

Te
hni
ally, ea
h PDF also needs to be normalized to one for proper interpretation of the

likelihood.
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Figure 4.8: Diagram showing the general 
ow of the Path Fitter algorithm.

4.3.4 The SNOMAN Path Fitter

The Path Fitter implemented in SNOMAN �ts events by maximizing the likelihood

fun
tion

L =

NHIT

Y

i=1

P

i

(n

i

= 1; t

i

; ~r

e

;

^

d

e

; t

e

) (4.17)

where P

i

is the probability density fun
tion for the i

th

PMT whi
h is des
ribed in

Se
tion 4.3.4. In pra
ti
e, the � logL fun
tion is minimized to get the �t position,

dire
tion, and time. Note that only hit PMTs are in
luded in the likelihood fun
tion.

Unhit PMTs add information into the �t (and �t naturally into the maximum likeli-

hood framework) and their ex
lusion is only be
ause of the extra CPU time required

at the o

upan
ies relevant for solar neutrino events.

The general 
ow of the Path Fitter algorithm is shown in Figure 4.8. The initial

ingredients of the �t are the set of PMTs used in the �t and a seed ele
tron phase

spa
e point for the minimization routines. All hit PMTs whi
h pass the full timing

16


alibrations are used in the �t. The seed point for the �t depends on the user spe
i�ed

seed level and the results of the other �tters (Grid, Elasti
, and Time �tters). For ex-

16

i.e. Channel (ECA) and PMT timing (PCA) 
alibrations to be dis
ussed in Chapter 5.
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ample, if the user spe
i�es a seed level of 4 (the default), then the initial position/time

are from the Grid �tter and the initial dire
tion is the Elasti
 �tter dire
tion, unless

either of these �tters fail or the position �t is outside the PSUP region. In the latter

s
enarios, the �tter enters the next lowest seed level and 
ontinues, unless this lower

seed level is below the minimum seed level spe
i�ed by the user, in whi
h 
ase the

�tter fails. Details regarding the other seed levels are shown in Figure 4.8.

The � logL fun
tion minimization pro
eeds through several steps. First, the

fun
tion is minimized using the method of simulated annealing (spe
i�
ally using

the Numeri
al Re
ipes [47℄ routine ameobsa). This method has proven e�e
tive in

global minimization problems when lo
al fun
tion minima exist. The basi
 idea is

that an n+1 dimensional simplex (n is the number variables in L) randomly samples

the fun
tion at very large values of a parameter T (
alled the \temperature"), but

at very low temperatures the simplex follows the downhill simplex method of Nedler

and Mead. At intermediate temperatures, the downhill simplex method is followed

ex
ept that ea
h vertex of the simplex has a non-zero probability of taking an uphill

step from fun
tion value F

1

to F

2

(F

2

> F

1

) given by

P
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� e
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2

�F

1

)

T

(4.18)

where F is the value of the fun
tion at the given simplex point. The minimization

pro
eeds by lowering the temperature from an initial value (T

o

) whi
h is large 
om-

pared to typi
al 
hanges in the log-likelihood to a smaller temperature a

ording to

the \s
heduling fun
tion"

T

i

= T

o

(1�

i

I

)

�

(4.19)
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where i is the step index, I is the total number of temperature steps, and � = 4

(default). The phase spa
e point with the lowest fun
tion value ( � logL) is then

returned.

The overall minimization strategy is to �rst get the best point (i.e. ele
tron phase

spa
e point with the lowest � logL) from simulated annealing using the initial seed

point from the seed levels. The simulated annealing is then performed again using

the previous best point as a seed. Finally, MIUNIT (using \MINIMIZE" strategy)

is 
alled using the 
urrent best point as the seed. The best point from the three

minimization stages is returned as the �t ele
tron position, dire
tion, and time.

After the �t is 
omplete, the user has the option of applying a drive 
orre
tion to

the �t point and 
al
ulating several goodness-of-�t (GOF) 
riteria. The drive 
orre
-

tion and GOF 
riteria and des
ribed in Se
tion 4.3.4 and Se
tion 4.3.5, respe
tively.

The Path Fitter PDF

In the simpli�ed version of the Path Fitter implemented in SNOMAN, all PMT hits

are assumed to 
ome from two separate photon paths - dire
t light and \other light",

whi
h represents all non-dire
t types su
h as re
e
tions, s
attering, and random PMT

noise. Spe
i�
ally, the probability density fun
tion for the ith PMT to be hit on
e at

time t

i

given an ele
tron initially at ~r

e

, t

e

in dire
tion
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where P

TIM

dire
t

(P

ANG

dire
t

) and P

TIM

other

(P

ANG

other

) are the time (angular) probability density

fun
tions for dire
t and other light, respe
tively, and f

dire
t

= 0:879 and f

other

= 0:121

are the respe
tive light fra
tions based on �ts to laserball data.
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Figure 4.9: (left) Angular distribution of Cerenkov photons relative to the initial

dire
tion of a Monte Carlo 5 MeV ele
tron. (right) Hit PMT time distributions

whi
h make up the dire
t light (dashed) and \other" light (dotted) time probability

density fun
tions. The solid dots 
orrespond to hit PMT times from laserball run

10853 at the 
enter of the dete
tor.

The time probability density fun
tions are derived from �ts to laserball data at

the 
enter of the dete
tor (see Figure 4.9). For dire
t light, the time PDF is a sum

of four Gaussian fun
tions 
orresponding to prompt, pre-pulse, late-pulse, and after-

pulse PMT hits, where the time o�set is determined by the dire
t time-of-
ight to the

PMT. The time PDF for hits from other sour
es is modeled as the sum of a 
at PMT

noise distribution and �(t

i

� t

prompt

) for late light from re
e
tions and s
attering.

The angular PDF for non-dire
t light is a normalized uniform distribution. There-

fore, no attempt is made to use angular information in s
attered or re
e
ted light as

was the 
ase in the original Path Fitter, and the only time information whi
h is used

is the simple fa
t that the majority of hits outside the prompt peak are late. The

dire
t light angular PDF used in the Path Fitter in
ludes the angular distribution of

Cerenkov photons from a multiply s
attered ele
tron and the solid angle subtended

90



by the PMT in question. Spe
i�
ally, the angular PDF is the Poisson probability for

a single hit of the i

th

PMT is given by

P

ANG

dire
t

= N




�

i

e

�N




�

i

(4.21)

where N




=

NHIT

0:55

is used as a rough estimate of the number of emitted Cerenkov

photons and

�

i

=

1

2�

g(
os�

i

)


i

(4.22)

where g(
os�) is the angular distribution of Cerenkov photons relative to the initial

dire
tion of a 5 MeV ele
tron a

ording to the SNOMAN implementation of EGS4


ode (see Figure 4.9), �

i

is the angle of the i

th

PMT relative to the hypothesized

ele
tron dire
tion from the ele
tron position, and 


i

is the solid angle of the i

th

PMT

viewed from the ele
tron position given by




i

=

�r

2




d

2

i

^

d

i

� r̂

i

(4.23)

where r




is the 
on
entrator radius, r̂

i

is the unit position ve
tor of the i

th

PMT, and

~

d

i

is the ve
tor 
onne
ting the ele
tron position and the position of the i

th

PMT. The

angular distribution, g(
os�), is �t to the SNOMAN results as pie
e-wise 
ontinuous

fun
tion 
onsisting of two 10

th

-degree polynomials (one for ea
h side of the Cerenkov

angle) and Gaussian 
entered on the (
osine) of the Cerenkov angle.

Drive Corre
tion

It was determined through Monte Carlo studies that the Path Fitter, mu
h like other

�tters in SNOMAN, 
ontains a systemati
 \drive" in the vertex �tting whi
h 
auses
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the mean �t residual along the initial ele
tron dire
tion to be positive. The drive

was dis
ussed in Se
tion 4.3.2 in the 
ontext of time and angle �tting. While many

interesting things were learned about the drive (e.g. it seems to be related to the

assumption of � symmetry in ea
h event), no analyti
al �x is 
urrently implemented

in the Path Fitter. The approa
h taken to improve the Path Fitter was to empiri
ally

study the e�e
t in Monte Carlo and allow the user to apply a 
orre
tion to the vertex

based on the results of these studies.

It was determined that the magnitude of the drive is related to the distan
e,M

gen

,

along the generated dire
tion from the generated position to the PSUP, but 
orrelation

with the distan
e, M

fit

, along the �t dire
tion from the �t position to the PSUP is

small for events generated inside the D

2

O(see Figure 4.10). Therefore, when the drive


orre
tion option is enabled by the user (default), the position returned by the �tter

is pulled ba
k in a dire
tion opposite the �t dire
tion by an amount determined from

empiri
al studies of the average amount of drive (15.27 
m). After this 
orre
tion is

applied, the dire
tion and time are re-�t at the drive 
orre
ted position.

4.3.5 Goodness-of-Fit Criteria

The Path Fitter 
an be requested by the user to return GOF information to assess

the quality of the �t. The GOF information is in terms of a KS probability for ea
h

of three quality tests - two angular tests and one time test - ea
h of whi
h is related

to the 
onsisten
y between the event expe
tations based on properties of Cerenkov

light and the dete
tor response.

Two of the GOF tests evaluate the angular distribution hit PMTs to determine

the �t quality. For these tests, (
os�;  ) of ea
h PMT is �rst determined, where �
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Figure 4.10: Path Fitter drive (
m) versus (a) M

gen

and (b) M

fit

. M

gen(fit)

is the

distan
e along the generated (�t) dire
tion from the generated (�t) position to the

PSUP.
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and  are the polar and azimuthal angles of a given hit PMT's position ve
tor in

a 
oordinate system that is 
entered on the �t position with the z-axis along the �t

dire
tion and an x-y orientation 
hosen at random. One of the angular tests - the

\azimuthal symmetry test" - returns the KS probability for the  distribution to be


at, using the fa
t that Cerenkov light is produ
ed azimuthally symmetri
 about the

(instantaneous) ele
tron dire
tion. The other angular test 
ompares the 2D 
os�;  

distribution with the hit PMT angular probability density fun
tion for Cerenkov light.

The 2D angular test statisti
 is the 2D KS probability for the PMT hits in the event

to be drawn from the expe
ted 
os�;  probability distribution for Cerenkov light

generated by an ele
tron at the �t vertex with initial dire
tion along the �t dire
tion.

As as example of the angular tests, 
onsider two events whi
h have been �t

well inside the D

2

O - a Monte Carlo 5 MeV ele
tron �tting near its generated po-

sition/dire
tion and an example of an instrumental ba
kground sour
e of light - a

PMT \
asher" event

17

. Figure 4.11 shows the  distribution for both events and the


al
ulated probability density fun
tion taking into a

ount the Cerenkov photon an-

gular distribution, PMT solid angle, et
. Note the dip in ea
h distribution 
aused by

missing PMTs in the ne
k region. As previously mentioned, the PMT  distribution

is simply 
ompared to a uniform distribution, and the KS probability is 
al
ulated.

For this parti
ular example, the MC and 
asher events have azimuthal symmetry KS

probabilities of 0.7 and 0.03, respe
tively. Note that while the 
asher event looks like

it has a less uniform  distribution and has a low KS probability value, it is probably

not enough to reje
t this event based on the azimuthal symmetry test alone. However,

when one 
onsiders both the 
os� and  together as in the 2D angular test, the two

events are mu
h more distin
t (see Figure 4.12). The MC and 
asher events have 2D

17

This is when an event is initiated by the spontaneous emission of light by a PMT.
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Figure 4.11: Example of azimuthal symmetry KS test for �t quality applied to (a) a 5

MeV MC ele
tron and (b) a PMT 
asher event. The solid line interse
ting the y-axis

near 0.02 is the  distribution for all PMTs relative to the �t position. The dip in

the distribution is from the missing PMTs in the ne
k region. The other distribution


orresponds to the hit PMT only. The KS probability for the hit PMT distribution

to be drawn from a uniform distribution is 
al
ulated to be 0.7 for the MC ele
tron

event and 0.03 for the 
asher event.
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angular KS probabilities of 0.4 and 10

�5

, respe
tively.

The angular GOF tests have di�erent strengths and weaknesses. The azimuthal

symmetry test hinges on a simple assumption about the symmetry of Cerenkov light

and should be relatively independent of ele
tron energy. However, it does not take

into a

ount PMT solid angle e�e
ts (although this 
ould be put in) whi
h breaks

the azimuthal symmetry of the PMT hits even from a symmetri
 photon distribution.

This only be
omes a problem near the PSUP, as the e�e
ts of PMT solid angle on the

symmetry of the hit PMT distribution are small inside the D

2

O . On the other hand,

the 2-D angular test in
ludes PMT solid angle and in some sense is a generalization

of the azimuthal symmetry test, so one might expe
t this test to have a smaller

radial bias. The downside of the 2-D angular test, aside from the longer time it

takes to perform the test due to the extra dimension in the KS test, is that the polar

distribution depends on energy due to di�eren
es in the ele
tron s
attering.

An elaborate time KS test is implemented in SNOMAN along with the two angu-

lar tests just des
ribed. The time test involves 
al
ulating the expe
ted PMT time

spe
trum after a �t and 
omparing this to the observed hit PMT time in the event.

This 
al
ulation involves the dire
t light PDF and the re
e
ted times 
omputed by

the spe
ular re
e
tion 
ode dis
ussed in Appendix A (s
attering 
ould be in
luded as

well). The performan
e of the time test were disappointing at best. This is not really

unexpe
ted. It is one thing to �t under simplifying assumptions about late light, but

it is another thing altogether to test the quality of a �t based on these assumptions

if they are not a parti
ularly good model. Its possible that when further knowledge

of late light is determined in SNO in the future su
h a test might be made useful,

but for now use of this test is not re
ommended. In pra
ti
e, one is better o� using a

more \blunt" test for 
onsisten
y with Cerenkov light su
h as the fra
tional number
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Figure 4.12: Example of 2D angular distribution KS test for �t quality applied to (top)

a 5 MeV MC ele
tron and (bottom) a PMT 
asher event. The two plots on the left

show the 
os� and  of ea
h PMT in the dete
tor as viewed at the �t position. Noti
e

the missing PMTs in the ne
k region and the solid angle e�e
ts whi
h 
luster and

make sparse 
ertain tubes. The right plots are box plots of the 2D PMT probability

distributions for ea
h event. Noti
e that maximum probability (largest boxes) is at

the Cerenkov angle and azimuthal probability is essentially uniform. The MC and


asher events have 2D angular KS probabilities of 0.4 and 10

�5

, respe
tively.
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of hits inside a prompt time window, like the ITR variable [48℄ developed by Vadim

Rusu.

4.3.6 Performan
e

In this se
tion, performan
e of the Path Fitter vertex and angular re
onstru
tion on

signal MC is presented, whi
h some 
omparison made to the Grid, Elasti
 and Time

Fitters. Mu
h work on Path Fitter 
hara
terization has been done, looking at perfor-

man
e on MC, 
alibration sour
es, and various types of instrumental ba
kgrounds.

Fitter performan
e on 
alibration data that are relevant to the analysis in this thesis

will be presented in Se
tion 5.5, however this se
tion serves to give the reader a feeling

for how the Path Fitter performs on MC relative to the other standard �tters.

Vertex Re
onstru
tion

In this se
tion, vertex re
onstru
tion performan
e of the Path Fitter is 
ompared to

the Time and Grid Fitters. Comparisons based on vertex re
onstru
tion 
hara
ter-

isti
s of simulated CC ele
trons generated uniformly inside the D

2

Oand isotropi
 in

dire
tion are presented.

Figure 4.13 shows the �t residual distribution along the x-axis for Time, Grid,

and Path Fitters. Fit residual distributions for y and z are essentially identi
al to

Figure 4.13. Noti
e that the Path Fitter has smaller tails than either of the other

�tters and is narrower in width (resolution), whi
h 
an also be seen in the distributions

shown in Figure 4.14 of R

dev

, the �t distan
e from the generated position.

Re
all from the dis
ussion in Se
tions 4.3.2 and 4.3.4 about �tter drive that most

�tters - in
luding the Path Fitter - possess a systemati
 pull of �t position in the
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Xfit-Xgen

CC electrons generated over AB+10% livetime (10xSSM), Optics6b
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Figure 4.13: Distribution of x

fit

residuals for CC ele
trons generated uniformly inside

the D

2

Oand isotropi
 in dire
tion. Shown are the distributions for Path, Grid, and

Time Fitters.
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Rdev

CC electrons generated over AB+10% livetime (10xSSM), Optics6b
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Figure 4.14: R

dev

distribution for CC ele
trons generated uniformly inside the

D

2

Oand isotropi
 in dire
tion. R

dev

is the �t distan
e from the true MC position.

Shown are the distributions for Path, Grid, and Time Fitters.
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Time Fitter Grid Fitter Path Fitter

X resolution (
m, Gaussian Fit) 17.59�0.07 14.19�0.06 13.87�0.05

X Raw � (
m) 21.06 17.00 15.17

Y resolution (
m, Gaussian Fit) 17.64�0.07 14.22�0.06 13.87�0.05

Y Raw � (
m) 21.18 17.12 15.22

Z resolution (
m, Gaussian Fit) 17.50�0.07 14.17�0.06 13.96�0.05

Z Raw � (
m) 20.81 16.90 15.20

R

dev

peak position (
m) 21 15 15

R

dev

mean (
m) 30.22 24.43 22.85

R

dev

� (
m) 22.34 16.59 13.11

Drive mean (
m) 6.41 8.50 0.45

Drive sigma (
m) 27.51 22.37 19.85

Table 4.1: Summary of vertex re
onstru
tion performan
e 
omparisons for CC ele
-

trons generated uniformly inside the D

2

Oand isotropi
 in dire
tion.

dire
tion of the initial ele
tron dire
tion. Se
tion 4.3.4, in parti
ular, dis
ussed how

the Path Fitter 
an be instru
ted to apply an empiri
al MC-based 
orre
tion for this

drive. Figure 4.15 shows drive distributions for the three di�erent �tters. It is evident

that while the other �tters possess this systemati
 pull, the 
orre
tion has removed

this systemati
 e�e
t from the Path Fitter (a

ording to MC). Also, noti
e that with

the Path Fitter the drive distribution is narrower overall.

Sin
e the drive 
orre
tion was determined based on MC studies, one may wonder

how sensitive the Path Fitter drive is to 
hanges in the opti
al model in the MC. For

example, is the 
orre
tion �ne-tuned to the parti
ular amount of s
attering in the MC

at the time that the drive was studied? The Path Fitter drive is a
tually quite robust

to large 
hanges in s
attering, as Figure 4.16 demonstrates with so-
alled \extreme"

opti
al parameter sets to be des
ribed in Se
tion 5.3.

Vertex re
onstru
tion performan
e is summarized in Table 4.1.
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Drive

CC electrons generated over AB+10% livetime (10xSSM), Optics6b
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Figure 4.15: Comparison of drive for CC ele
trons generated uniformly inside the

D

2

Oand isotropi
 in dire
tion. Shown are the distributions for Path, Grid, and Time

Fitters.

102



Drive

CC electrons generated over AB+10% livetime (10xSSM), Optics6b
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Figure 4.16: Sensitivity of Path Fitter drive to s
attering in the MC, via \extreme"

opti
al parameter sets. Opti
s 1 and 3 are believed to represent best and worst 
ase

s
attering in the dete
tor. Opti
s 6b in
orporates the 
urrent best measurements

from the opti
al 
alibration program.
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Angular Re
onstru
tion

In this se
tion, the angular re
onstru
tion performan
e of the Path Fitter on MC

CC and ES ele
trons is presented, with 
omparisons made to the Elasti
 Fitter.

The dire
tion \�t" returned by the Time Fitter is simply the mean PMT ve
tor

relative to the �t position. As a result, the angular re
onstru
tion quality is poor and

therefore 
omparisons are not all that useful. The \Improved" Grid Fitter [39℄ has

the 
apability of doing a separate �t for dire
tion after the vertex is determined, but

this feature has not been tested in the analysis 
omprising this thesis. It is believed

that the angular re
onstru
tion performan
e is quite similar to the Elasti
 Fitter, so


omparison to the Elasti
 Fitter should suÆ
e until dire
t 
omparisons 
an be made.

Figure 4.17 shows a 
omparison between the Path and Elasti
 Fitters for re
on-

stru
tion quality of the initial CC ele
tron dire
tion. Spe
i�
ally, this shows distri-

butions of the 
osine of the angle between the �t dire
tion and initial dire
tion of

the MC CC ele
tron for the di�erent �tters, shown on both a linear and log s
ale so

one 
an see the tails. Note that angular re
onstru
tion is quite similar for the two

�tters, both in terms of the forward peak and the tails. However, one might argue

from these plots that the Path Fitter is a bit sharper in the extreme forward part of

the �t and that it also has a smaller tail of poorly re
onstru
ted dire
tions.

Figure 4.18 shows a plot similar to Figure 4.17, ex
ept this time for the 
os �

�

distribution of MC ES ele
trons. In this 
ase, it looks like the Elasti
 Fitter puts

slightly more events into the ES peak, while the Path Fitter shows a smaller tail on

the ES 
os �

�

distribution.
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Dirfit

CC electrons generated over AB+10% livetime (10xSSM), Optics6b
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Figure 4.17: Distribution of the 
osine of the angle between the �t dire
tion and

initial dire
tion of the MC CC ele
tron for the di�erent �tters.
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Figure 4.18: 
os �

�

distribution of MC ES events for the di�erent �tters.
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4.4 Summary

In this 
hapter, standard re
onstru
tion methods for use in solar neutrino analyses

were dis
ussed. This in
luded a new maximum likelihood re
onstru
tion method -

the \Path Fitter" - whi
h �ts events by 
onsidering the relative probability of photon

paths from a hypothesized ele
tron sour
e to ea
h hit (and unhit, in prin
iple) PMT

in the event. Unlike other standard �tters, the Path Fitter uses both PMT time and

angular information in vertex determination. This �tter has been shown to perform

better on MC signal vertex re
onstru
tion than all other �tters, with 
omparable or

better dire
tion re
onstru
tion.

Perhaps the most important point, however, is not how well the Path Fitter 
ur-

rently performs but how mu
h better it 
an yet be. It is strongly argued that the

Path Fitter provides a strong foundation upon whi
h to improve re
onstru
tion in

SNO. Although suggestions for su
h improvements have been hinted at in the text,

an appendix (Appendix A) has been in
luded whi
h outlines some suggestions and


ontains some 
al
ulations related to simple toy models of the dete
tor late light. As

a more a

urate and 
omplete des
ription of the dete
tor is obtained in the future,

the information gained 
an be naturally in
orporated into the maximum likelihood

framework of photon path probabilities.
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Chapter 5

Dete
tor Calibrations

In this 
hapter, 
alibration of the SNO dete
tor for solar neutrino analyses is dis-


ussed. Thorough and a

urate 
alibration of the dete
tor is 
ru
ial to the su

ess of

an experiment like SNO where the signals of interest represent su
h a small fra
tion

of the total data set. A poorly understood dete
tor will degrade the quality of the

measurements one is trying make and ultimately 
ompromise the physi
s impa
t of

the experiment. Even worse, a signi�
ant misunderstanding about how the dete
tor

responds to Cerenkov light 
an lead to improperly determined systemati
 errors or

ba
kgrounds whi
h make the results simply wrong.

The �rst three se
tions present the low-level 
alibrations performed to 
onvert


hannel ADC values into PMT hit times/
harges and to measure opti
al properties

of the dete
tor. Se
tions 5.4 and 5.5 des
ribe 
alibration of energy and re
onstru
tion

properties whi
h enter into systemati
 errors more dire
tly and at a higher level

than 
hannel, PMT, and opti
al 
alibrations sin
e they themselves depend on these

properties. Finally, measurement of the SNO trigger eÆ
ien
y, for whi
h the author

held primary responsibility, is dis
ussed in some detail in Se
tion 5.6.
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5.1 Ele
troni
s Calibrations

To properly interpret the digitized PMT information 
ontained in the data stream,

the front-end ele
troni
s des
ribed in Se
tion 3.4 need to be 
alibrated. The hardware

ne
essary to perform this ele
troni
s 
alibration (ECA) is 
ontained within the system

itself - that is, the trigger hardware previously des
ribed in Se
tion 3.5.6. The ability

to self-
alibrate through DAQ 
ontrol is one of the many ni
e features of the SNO

ele
troni
s system.

Calibration of the front-end ele
troni
s 
onsists of determining the baseline digi-

tizations or \pedestals" for 
harge/time measurement - QHS, QHL, QLX, and TAC -

and the TAC slopes (digitization/ns). Re
all that ea
h 
hannel has 16 
ells of analog

storage and there are 19 
rates � 512 
hannels/
rate = 9728 
hannels in the system.

So, for example, there are 622,592 pedestal 
onstants (9728 
hannels � 4 measure-

ments/
hannel � 16 
ells/per measurement) whi
h need to be measured and stored

for a given 
alibration.

Pedestal 
alibration is begun by instru
ting the trigger system to send \pedestal"

and global trigger pulses to ea
h front-end 
hannel in the system. The 
hannels are


on�gured with \pedestal enable" to �re the dis
riminator when a pedestal pulse is

re
eived, independent of the 
harge on its input. The resulting data is 
olle
ted and

the pedestal digitization distributions are used to generate 
onstants for ea
h 
ell.

Time slope 
alibrations pro
eed in the same way, ex
ept that the time delay

between pedestal and GT pulses is swept through a 
ontrolled range of times. Re-


all from Se
tion 3.5.6 that the trigger system 
an deliver these pulses with sub-

nanose
ond timing a

ura
y, so the TAC slope 
an be very a

urately determined.

The resulting digitization values for ea
h time delay are stored and used to 
alibrate
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the 
hannel timing by interpolation between the measurements.

See [49℄ for a 
omplete des
ription of generation and use of ECA 
onstants.

5.1.1 Validation Information

In addition to generation of ECA 
onstants, mu
h re
ent work [49℄ has been done to

provide information about the quality of the 
onstants put into the database for use by

the 
ollaboration. There is a status word for ea
h 
hannel that 
ontains information

whi
h 
an be used to validate the 
alibration of neutrino (or other) data based on the

performan
e of 
hannels during the most re
ent ECA runs. For example, if a 
hannel

had an abnormally wide pedestal distribution during the previous ECA or the mean

value 
hanged signi�
antly between the previous two ECA runs, a bit is set in ea
h


ase indi
ating the 
hannel 
alibration may be suspe
t.

While this information is expe
ted to be extremely useful in future SNO analyses,

the information is in the pro
ess of being generated and the best way to use this

information is still being determined. Therefore, ECA validation banks are not used

in this thesis. The number of bad 
alibrations appears to be small enough as to not

have a large e�e
t the results, however this should be veri�ed in future work.

5.1.2 Time-Sin
e-Last-Hit (TSLH) Corre
tion

It was dis
overed that the quality of neutrino data vertex re
onstru
tion (based on

Time Fitter �

2

fit

) was poor relative to re
onstru
tion of high rate (�100 Hz) 
-ray

(

16

N) sour
e data. Subsequent study of this e�e
t un
overed a rate dependen
e where

the re
orded TAC value for a given 
hannel hit relative to the global trigger depends

on the time sin
e it was last hit (TSLH) and re
eived a global trigger. The shift
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in re
orded TAC as fun
tion of TSLH 
an be mapped out for ea
h 
hannel using

pedestal 
alibration data (see Se
tion 5.1) taken at di�erent repetition rates. This

mapping is used as an additional 
hannel 
alibration applied to all hit PMT times.

The 
alibration adjusts the 
hannel times using this mapping and stored information

about the time ea
h 
hannel was last hit and re
orded an event. Full do
umentation

of this 
alibration - often referred to as the \HCA" 
alibration - will be available in

the near future [50℄.

5.2 PMT Calibrations

Phototube 
alibrations (PCA) are performed to 
hara
terize the response of ea
h

PMT to Cerenkov light in both time and 
harge. Di�used laser light from a

2

N-dye

laser system [24,51℄ is used for PCA 
alibration. The laser and di�user system - 
alled

the \laserball" system - 
an deliver < 1 ns width pulses of adjustable mono
hromati


light at a repetition rate of up to � 40 Hz.

There are several 
omponents to the PMT timing 
alibration. The �rst is a slew


orre
tion (sometimes referred to as walk) for the PMT hit time. This is due to

the fa
t that time re
orded by the 
hannel is the time relative to threshold 
rossing

on the PMT 
harge pulse and therefore di�erent amplitude PMT pulses will re
ord

di�erent times even if the photon stru
k the photo
athode at exa
tly the same time.

A 
orre
tion for this e�e
t 
an be made for ea
h 
hannel through 
alibration of the


orrelation between TAC and QHS 
harge. The PCA 
alibration also determines the

relative transit time delay and spread for ea
h PMT. Di�erent transit time delays

between PMTs are due to variations in 
able lengths, ele
troni
 tra
e delays, and


apa
itan
es in ele
troni
s 
omponents and tra
es. This is 
alibrated by pla
ing the
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laserball at the 
enter of the dete
tor and looking for residual time di�eren
e between

PMT times after the walk 
orre
tion has been applied. The PMT time jitter is

determined again from laserball data at the 
enter and looking at the distribution

of PMT times for ea
h PMT over many laser triggers. This jitter is measured to be

� 1:6 ns on average. In addition to the laserball, it has also been measured using a

sonolumines
ent sour
e developed at Penn by Doug M
Donald [29℄.

In addition to PMT timing 
alibrations, the PCA provides a 
alibration of the

relative gain of the tubes. The laser system 
an adjust the amplitude of the light

output in a 
ontrolled way so that the 
harge slope 
an be determined (integrated


harge ! photoele
trons). In this way, multi-photoele
tron e�e
ts 
an be studied as

well

1

.

5.3 Opti
al Calibrations

Proper 
alibration of dete
tor opti
al properties is 
riti
al for solar neutrino analyses

in SNO. Opti
al e�e
ts su
h as attenuation, s
attering, and re
e
tions dire
tly a�e
t

energy and re
onstru
tion response. Ideally, one would like to determine these bulk

properties for ea
h relevant medium in the dete
tor (D

2

O , H

2

O , a
ryli
 vessel panels,

PMT glass) as a fun
tion of wavelength sin
e Cerenkov light is broad-band (re
all

Se
tion 4.3.1). The results of these 
alibrations are then used within SNOMAN as a

model of the opti
al properties to simulate the dete
tor response to Cerenkov light.

The approa
h 
urrently taken in SNO is to make in situ measurements of the

D

2

Oand 
ombined H

2

O+a
ryli
 extin
tion lengths, �

D

2

O

and �

H

2

O+a
r

, respe
tively,

1

For example, sin
e the 
hannel �res on the earliest threshold 
rossing, the re
orded time get

earlier on average as light produ
es more photoele
trons in the PMT.
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at several wavelengths between 337 nm and 620 nm by s
anning the laserball sour
e

through the D

2

Oregion. These extin
tion lengths are measured by analyzing how

the event o

upan
ies (i.e. the relative number of hit PMTs) within a narrow time

window 
hange as a fun
tion of sour
e position. The time window is used to ex
lude

a large fra
tion of hits that are not from prompt photons, but rather from s
attering

or re
e
tions. Of 
ourse small angle s
attered light 
an still be present in any time

window, so one needs to demonstrate robustness to 
hanges in this window. It appears

through these studies that a modi�
ation of the PMT+
on
entrator angular response

from ex-situ measurements is required to get a good �t to the laserball data. A

global �t to the laserball data is used to extra
t �

D

2

O

, �

H

2

O+a
r

, and parameters


hara
terizing the PMT angular response

2

.

The most re
ent results of these studies and details regarding the analysis methods


an be found in [52℄.

5.3.1 Opti
al Model Used in this Thesis

The opti
al model used in this thesis as part of the dete
tor simulation is based on

opti
al 
onstants generated by Bry
e Mo�at at Queens University in January 2001

along with a modi�
ation of the full 3D PMT simulation by Kate Frame at Oxford

University to in
lude the Mo�at PMT angular response results. The opti
al 
onstants

are derived using a PMT model whi
h makes no attempt at getting late light (i.e.

re
e
tions) 
orre
t but should be an a

urate model of prompt light. The approa
h

is then to use this prompt light angular response in the more realisti
 3D PMT

model for re
e
tions and photons propagating in the PMTs. This opti
al model

2

The angular distribution of the laserball light is not 
ompletely isotropi
, so a parameterization

of this response is �t out as well.
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also in
orporates additional 
omponents of the dete
tor geometry available in the

Monte Carlo that have 
onsequen
es for energy and re
onstru
tion su
h as the AV

belly plates and a
ryli
 panels/bonds. The s
attering used in the model is what one

expe
ts for simple Rayleigh s
attering in the various media.

5.3.2 Alternative \Extreme" Opti
al Parameter Sets

The opti
al model des
ribed in Se
tion 5.3.1, referred to as \Opti
s 6b" for histori
al

reasons, represents the most up-to-date results from opti
al 
alibration at the time

the analysis was performed for this thesis. The opti
al measurements 
omprising

this model did not have �nalized un
ertainties and were not fully reviewed by the


ollaboration, therefore no systemati
 un
ertainties due to these parameters 
ould be


redibly assigned. As a result, a di�erent approa
h to estimating the e�e
t of our la
k

of knowledge of the opti
s has been taken, whi
h is to determine the sensitivity of our

results to presumed extreme ranges in the opti
al 
onstants. In parti
ular, several sets

of alternate parameter sets have been developed by Steve Biller at Oxford University

and S
ott Oser at Penn for this purpose. These sets, designed to probe the sensitivity

of energy and re
onstru
tion 
hara
teristi
s to a few presumed best and worse 
ase

s
enarios in terms of attenuation and s
attering, are des
ribed below:

� \Opti
s 1": No attenuation and nominal Rayleigh s
attering in D

2

O; H

2

O

has nominal Rayleigh s
attering and the attenuation length is 50 m at ea
h

wavelength, or the default attenuation length, whi
hever is shorter.

� \Opti
s 2": D

2

O has 50 m attenuation length at all wavelengths and nominal

Rayleigh s
attering; H

2

O has default attenuation with 3 times nominal Rayleigh

s
attering.
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� \Opti
s 3": No attenuation and 3 times nominal Rayleigh s
attering in D

2

O;

H

2

O has default attenuation with 3 times nominal Rayleigh s
attering.

For example, Opti
s 1 and Opti
s 3 are designed to represent best and worst 
ases

for re
onstru
tion.

The approa
h taken to use of the alternative opti
s is to probe the sensitivity of

our ability to model the dete
tor by studying the agreement of these models with


alibration data. Ideally, one would also like to probe the sensitivity of model pre-

di
tions in the pla
es that la
k 
alibration data, noting that the primary purpose of

the Monte Carlo is to interpolate and, if need be, extrapolate the dete
tor response

away from 
alibration data points (energy, position, et
). If the variation in model

predi
tions over presumed extreme opti
al 
onditions is smaller than a
tual variations

observed in 
alibration data, one 
ould 
on�dently 
on
lude that 
ontributions from

these un
ertainties are small 
ompared to other un
ertainties present in the measure-

ments. If this is not the 
ase, it indi
ates a degree of sensitivity to these un
ertainties

whi
h implies that the opti
s need to be better understood before pro
eeding unless

analysis te
hniques that redu
e this sensitivity are developed.

5.4 Energy Calibrations

In this se
tion, energy 
alibrations relevant for this analysis are presented. Energy


alibration is one of the most important 
alibrations for solar neutrino analyses in a

water Cerenkov experiment be
ause one ultimately needs to apply an energy threshold


ut to move away from radioa
tive ba
kgrounds that dominate at low energy. La
k

of knowledge of the dete
tor energy response will 
ause one to overestimate or un-
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Name Primary Sour
e Relevant Rea
tion Triggered?

16

N 6.13 MeV 
s

16

N!

16

O

�

+�

�

+�

e

,

16

O

�

!

16

O+
 x

252

Cf neutrons

252

Cf!�ssion fragments + neutrons

8

Li �

�

(13 MeV endpoint)

8

Li!

8

Be

�

+�

�

+�

e

,

8

Be

�

! 2� x

pT 19.8 MeV 
s

3

H(p,
)

4

He

Table 5.1: Sour
es used for Energy Calibration in SNO.

derestimate the number of neutrino events one expe
ts above the analysis threshold

3

,

for example.

The approa
h to energy 
alibration is to measure the dete
tor response to Cerenkov

light in as many pla
es and at as many energies as possible. The sour
es used for

energy 
alibration are summarized in Table 5.1 and dis
ussed in more detail in this

se
tion. For the analyses upon whi
h this thesis is based, measurements are made rel-

ative to Monte Carlo predi
tions for the neutrino signals of interest (e.g. CC events

from

8

B neutrinos). This approa
h will be des
ribed in more detail in Chapter 8.

Therefore, systemati
 errors enter into the analysis as dis
repan
ies between Monte

Carlo model predi
tions and 
alibration data. This se
tion demonstrates the level at

whi
h the Monte Carlo energy response agrees with 
alibration sour
e data. Analo-

gous 
omparisons for re
onstru
tion 
hara
teristi
s will be made in Se
tion 5.5.

5.4.1 N

Hit

as Primary Energy Variable

From an energy standpoint, the dete
tor responds to Cerenkov light by re
ording a


ertain amount of integrated PMT 
harge. At energies relevant for solar neutrinos

intera
ting inside the D

2

Oregion, the vast majority of PMTs involved in an event are

3

Systemati
 energy un
ertainties also e�e
t the shapes of distributions used to extra
t signals,

but this is often sub-dominant to a

eptan
e errors when 
uts are imposed.
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hit by a single photon of light. Therefore, to good approximation one 
an 
onsider a

simple 
ount of the number of hit PMTs in an event (N

Hit

) as an energy estimator

for the relativisti
 
harged parti
le initiating the event sin
e the number of produ
ed

Cerenkov photons is proportional to the parti
le energy

4

.

RSP versus Forward-�tting Approa
h

In a
tuality, N

Hit

is a rather poor estimator of ele
tron energy. This is be
ause

N

Hit

depends not just on ele
tron energy but also depends on the position and di-

re
tion of a given ele
tron in the dete
tor. The way in whi
h the N

Hit

distribution


hanges is in prin
iple 
al
ulable if one knows the a
tual position and dire
tion of the

sour
e, dete
tor opti
s, and PMT response. For given event, the position and dire
tion

are estimated through re
onstru
tion, so e�e
ts whi
h 
hange the N

Hit

distribution of

events with this lo
ation and dire
tion from some normalizing point - say, the 
enter

of the dete
tor - 
an be removed. On
e these position and dire
tion dependent e�e
ts

on the N

Hit

distribution have been removed, the energy of the event is estimated using

a Monte Carlo derived s
aling relation between energy and N

Hit

for ele
trons at the


enter of the dete
tor. This pro
edure (
alled \RSP" in SNO) then gives the most

likely ele
tron energy for an event with the observed N

Hit

5

and estimated position and

dire
tion in the dete
tor.

This method of estimating ele
tron energy on an event-by-event basis has the

desirable feature of reporting the data in terms of energy whi
h is 
onvenient for

4

This relation is a
tually quite linear away from Cerenkov threshold and up to the point where

multi-photon e�e
ts of signi�
ant due to the linear relation with tra
k length (re
all Se
tion 4.3.1,

Equation 4.6).

5

To be more pre
ise, RSP operates on the number of hit PMTs within a prompt time window,


orre
ted for PMT noise rather than total N

Hit

. Only 
hannels 
onsidered to be giving reliable time

and 
harges are 
onsidered. See [53℄ for a 
omplete des
ription.
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others in the physi
s 
ommunity to interpret. This is be
ause (aside from energy

resolution) it removes the 
ompli
ated response fun
tion of the dete
tor - the details

of whi
h are typi
ally only at the disposal of the experimentalists themselves. But

does this approa
h produ
e the best results for neutrino hypothesis testing? In other

words, if we already have some knowledge of the dete
tor response (whi
h is required

for the aforementioned pro
edure), is a parti
ular neutrino hypothesis (e.g. neutrino

os
illations) better tested by �rst removing this response from the data and then

using expe
ted ele
tron energy distributions in extra
ting signals (RSP approa
h)

or �tting the data after this response is folded in with the expe
ted ele
tron energy

distributions (\forward �tting" approa
h)?

In RSP, one is assigning an event energy based (partly) on its re
onstru
ted posi-

tion and dire
tion. Re
onstru
tion is not perfe
t, however, so one needs to 
onsider

what happens to events that are very poorly re
onstru
ted. In the RSP approa
h,

these events will be assigned the wrong energy even if the response fun
tion is perfe
t,

and subsequently 
an be assigned the wrong signal type (e.g. CC, ES) upon apply-

ing signal extra
tion. In the forward �tting approa
h, the dete
tor response fun
tion

from the full Monte Carlo is 
onvolved with position and dire
tion distribution of

events to generate PDFs used to �t the data. If a single PDF in re
onstru
ted ra-

dius (R

3

fit

), dire
tion (
os �

�

), and N

Hit

possessing all the 
orrelations between these

variables is used for ea
h signal type to extra
t signals from the data, then the same

problems with re
onstru
tion tails inherent to RSP �tting will exist for the forward-

�tting approa
h for identi
al response fun
tions. This is be
ause a poorly re
on-

stru
ted event will be given the wrong joint probability of having the observed N

Hit

,

and therefore events 
an be mis-assigned in the same way by the signal extra
tion

pro
ess.
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These e�e
ts 
an be eliminated in the forward-�tting approa
h by fa
torizing the

PDF into a produ
t of the individual PDFs, e�e
tively averaging over 
orrelations in

the MC-derived response at the true ele
tron positions. Therefore, the probability

of having an observed N

Hit

in the data is unaltered by the re
onstru
ted position

or dire
tion. Of 
ourse, information is thrown away in the averaging pro
ess and it

remains a quantitative question as to whether better results are obtained by in
luding

the extra information 
ontained in the 
orrelations or averaging out this information

to redu
e the bad e�e
ts of mis-re
onstru
tion tails. Some of these issues are raised

again in Chapter 8 in the 
ontext of signal extra
tion. The forward-�tting approa
h

using fa
torized PDFs in N

Hit

, R

3

, and 
os �

�

is used for the analysis presented in

this thesis.

Total versus Prompt N

Hit

For the analysis upon whi
h this thesis is based, the energy variable used to extra
t

signal events is total N

Hit

. It was previously mentioned that N

Hit

is a poor energy

estimator, so this may seem 
ontradi
tory. However, N

Hit

is not used to estimate the

energy of a given event or even an energy distribution, but rather is used in extra
ting

signals as a variable related to ele
tron energy. The Monte Carlo is used to generate

the expe
ted N

Hit

distribution by 
onvolving a given signal spe
trum (e.g. ele
trons

from SSM

8

B neutrinos intera
ting uniformly within the dete
tor volume) with a

detailed model of the dete
tor response. This N

Hit

distribution used as a PDF in

signal extra
tion is then the proper distribution underlying the signal events in the

data if the Monte Carlo 
ontains an a

urate des
ription of the dete
tor response

6

.

The a
tual level of agreement is sampled at di�erent energies and positions with the

6

and physi
s underlying neutrino intera
tions and Cerenkov light generation.
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various 
alibration sour
es at SNO's disposal.

It may seem dangerous to use total N

Hit

as a energy variable given that only

prompt light opti
al properties have been 
alibrated (re
all Se
tion 5.3). Why not

then use prompt N

Hit

instead, as the opti
ally 
alibrated Monte Carlo is bound to be

a better model of promptN

Hit

than totalN

Hit

. This is 
ertainly true, however, prompt

N

Hit

has some short
omings whi
h make total N

Hit

a more robust energy variable in

the view of the author.

Re
all from Se
tion 5.3 that opti
al 
alibrations were restri
ted to looking at

prompt light o

upan
ies so that extin
tions lengths and PMT angular response 
ould

be globally �t from the laserball 
alibration data. Contributions from late light


omponents like re
e
tions and s
attering to the relative o

upan
y was minimized

by only a

epting hits within a time window pla
ed around the prompt peak on

the distan
e-
orre
ted-time (DCT � t

i

� d=
, where t

i

is a hit PMT time and d is

the distan
e between the sour
e and the PMT) distribution. The e�e
ts of pla
ing

this window (on various amounts of s
attering, for example) 
an be studied in a

fairly straightforward manner be
ause the sour
e position is known to reasonably

high a

ura
y (few 
m). The use of a similar prompt time window for neutrino data

is not nearly as straightforward be
ause the sour
e position is not known but rather

estimated through re
onstru
tion. One 
annot simply use the same prompt time

window as was used for opti
al 
alibration and assume that energy response is well

understood be
ause the Monte Carlo prompt light model is 
orre
t. This is be
ause

late light and re
onstru
ted position are ines
apably inter
onne
ted - the same prompt

light 
alibrated Monte Carlo will give di�erent re
onstru
ted vertex distributions for

di�erent late light opti
s. Therefore, any prompt time 
ut on neutrino data will a

ept

di�erent amounts of dire
t, s
attered, and re
e
ted light for di�erent amounts and/or
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omposition of late light.

Using total N

Hit

does not immunize one to the problems of 
hanging dete
tor op-

ti
s, but rather it redu
es the sensitivity of the energy variable to these 
hanges over

the use of prompt N

Hit

. The use of a prompt time window introdu
es an additional


orrelation between re
onstru
tion and energy above the position and dire
tion de-

penden
e whi
h already exists. It is argued that simply using the number of hits

within the timing window imposed by the dete
tor hardware (N

Hit

) as the primary

energy variable - independent of re
onstru
tion - is more robust than prompt N

Hit

.

These two approa
hes (total N

Hit

and prompt N

Hit

) be
ome equivalent for a suÆ-


iently large prompt time window, of 
ourse.

5.4.2 Energy S
ale and Resolution

In this se
tion, un
ertainties on energy s
ale and resolution using total N

Hit

as the

primary energy variable are presented. The energy s
ale in this analysis refers to

the mean of a Gaussian �t to the N

Hit

distribution resulting from an ele
tron with

a given position, dire
tion, and energy in the dete
tor. The standard deviation of

this �t is referred to as energy resolution. If the dete
tor response and Cerenkov light

generation are 
orre
tly handled in the Monte Carlo, then one expe
ts the MC energy

s
ale to mat
h the true energy s
ale in the dete
tor. In pra
ti
e, this agreement is

only expe
ted up to an overall s
ale fa
tor to a

ount for the absolute PMT and


hannel eÆ
ien
ies whi
h are diÆ
ult to model, so an overall s
aling is applied to the

MC to mat
h 
alibrations at some radial position in the dete
tor. After this overall

s
aling, it is expe
ted that the energy, position, and dire
tion dependen
e of energy

s
ale should be well represented by the Monte Carlo if it represents a good model of
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the dete
tor. The degree to whi
h this is true is tested by 
omparing 
alibration data

to Monte Carlo simulation of the sour
e deployed at various positions in the dete
tor.

Figure 5.1 shows the Monte Carlo N

Hit

distribution for a series of ele
tron energies

from 4-20 MeV. The ele
trons were generated uniformly inside the D

2

Owith isotropi


dire
tions. Figure 5.2 shows the Monte Carlo predi
tions for energy s
ale and resolu-

tion as a fun
tion of ele
tron energy. It 
an be seen from these two �gures that energy

s
ale is a linear fun
tion of ele
tron energy inside the D

2

O , while energy resolution

s
ales more like

p

E from Cerenkov photon statisti
s.

Energy S
ale Interpolation

As a re�nement to the overall normalization pro
edure used to bring the Monte

Carlo into agreement with 
alibration sour
e data at one radial position, a method

of energy s
ale interpolation has been developed by the author. The main idea is

to use extensive s
ans of the dete
tor with the

16

N 
-ray sour
e to determine and

subsequently 
orre
t for dis
repan
ies between MC and observed energy s
ale. The

s
ans are used to 
reate a dete
tor position grid for ea
h of several dire
tion bins

7

whi
h 
ontains the s
ale di�eren
e (Nhit

MC

�Nhit

data

) at ea
h grid point. The N

Hit

of

a given Monte Carlo event is adjusted based on the interpolated di�eren
e in s
ale

determined from the neighboring grid points

8

, where the parti
ular grid is 
hosen

based on the re
onstru
ted dire
tion of the event. S
aling to energies away from

the mean ele
tron energy produ
ed by the

16

N 6.13 MeV 
 is performed under the

assumption that the apparent s
ale dis
repan
ies s
ale with the number of Cerenkov

photons generated in the event relative to mean number generated by

16

N. This is a

7

The position and dire
tion are determined from re
onstru
tion.

8

In pra
ti
e, a bi
ubi
 spline fun
tion �t to the overall grid is used for this interpolation.
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Figure 5.1: Monte Carlo N

Hit

distribution for a series of ele
tron energies from 4-20

MeV. The ele
trons were generated uniformly inside the D

2

Owith isotropi
 dire
tions.
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Figure 5.2: Monte Carlo predi
tions for (top) energy s
ale and (bottom) resolution

as a fun
tion of ele
tron energy.
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valid assumption if the energy s
ale dis
repan
ies are dominated by ina

ura
ies of the

propagation and/or dete
tion of light in the MC model. If, however, the dis
repan
ies

are unrelated to Cerenkov light (e.g. PMT noise, ele
troni
s noise/pi
kup) then

this s
aling is in
orre
t, although its hard to 
ome up with anything but Cerenkov

light-related sour
es of error whi
h would have the observed position and dire
tion

dependen
e.

Energy s
ale interpolation is des
ribed in detail in Appendix B along with a dis-


ussion of performan
e on 
orre
ting the 
alibration data upon whi
h it is based -

16

N xz-plane s
ans taken in De
ember 1999. The original motivation for using energy

interpolation was to allow use of the alternate opti
al parameter sets des
ribed in

Se
tion 5.3.2 to probe the sensitivity of the �nal results to \extreme" ranges in the

opti
al inputs to the Monte Carlo. Without energy interpolation, these sets would

yield a large spread in the CC and ES 
ux results, for example. Given the dis
ussion

in Se
tion 5.3.2 on the proper role of these opti
s sets in the analysis 
hain, it may

seem that energy interpolation is not very useful. However, it is expli
itly based on

empiri
al 
alibration data, and as a result should signi�
antly de
rease the sensitivity

of energy s
ale to opti
al un
ertainties if the Monte Carlo model is not in gross error.

In addition, even if the opti
al model is a

eptably good in terms of energy s
ale,

energy interpolation o�er a re�nement of the model to better agree with 
alibrations.

Energy S
ale Stability Over Time

In order to monitor the energy s
ale stability of the dete
tor,

16

N 
alibration runs

at numerous times over our neutrino data livetime were taken at the 
enter of the

dete
tor. The energy s
ales obtained in the data were 
ompared to

16

N sour
e Monte

Carlo generated at the 
enter for ea
h run. Figure 5.3 shows the resulting energy
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s
ale as a fun
tion of days sin
e the start of produ
tion neutrino data taking (run

10000, November 1999). It 
an be seen that while the Opti
s6b MC energy s
ale is

approximately 2.5% higher than the earliest sour
e run at the 
enter of the dete
tor,

this is 
ompletely 
orre
ted by energy interpolation (these

16

N runs were a
tually

part of the s
an used to generate the interpolation grids). Noti
e also that there are

large (up to �4%) 
u
tuations in energy s
ale between runs whi
h are tra
ked by the

Monte Carlo. These 
u
tuations in the sour
e MC s
ale are due to the disabling of


hannels in the simulation whi
h were a
tually disabled during the 
alibration sour
e

run (e.g. for maintenan
e), via DQXX banks that 
ontain this information.

It is apparent from Figure 5.3 that mu
h of the Monte Carlo s
ale trend is fol-

lowed by the a
tual energy s
ale from sour
e data, but not all. Figure 5.4 shows

the fra
tional di�eren
e in energy s
ale between MC and data. Note that the MC

over-predi
ts the energy s
ale as time in
reases in a way 
onsistent with a linear 2.6%

per year trend in both N

Hit

and interpolation 
orre
ted N

Hit

. The exa
t reasons for

the observed trend are not 
ompletely understood at the time of writing this the-

sis. One signi�
ant 
omponent (� 0:9%) of the s
ale drift is understood to be due

a drift in average PMT rates as determined from PULSE GT triggered data (See

Figure 5.5) sin
e 
onstant PMT noise of 600 Hz was used for all Monte Carlo simu-

lations. Stability studies by others in the 
ollaboration looking at prompt N

Hit

,

16

N

sour
e systemati
s, and PMT 
harge 
uts have shown that while the 
hara
ter of the

trend shown Figure 5.5 
an be 
hanged with various types of 
uts, nothing 
on
lusive

about the 
ause of the energy s
ale time variations has been found.

Although the sour
e of roughly 1.7% of the energy s
ale drift is 
urrently not

known, the fa
t su
h a drift is evident from the 
alibration data begs the question

of exa
tly how to handle it in the analysis. Rather than simply absorb the full
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variation in s
ale as a systemati
 un
ertainty, the 
hoi
e is made to apply the time

slope 
orre
tion implied by Figure 5.4 to all subsequent Monte Carlo generation. An

important test of this drift 
orre
tion as well as the overall energy s
ale un
ertainty is


omparison of drift 
orre
ted Monte Carlo to other types of sour
e data taken other

times. These tests using

252

Cf and pT sour
e are presented in Se
tions 5.4.2 and 5.4.2,

respe
tively.

Energy S
ale Rate Stability

Given the rate dependen
e of PMT time measurement dis
ussed in Se
tion 5.1.2, one

may wonder whether total N

Hit

has a similar rate dependen
e. Figure 5.6 shows the

N

Hit

distributions for two

16

N 
alibration sour
e runs near the 
enter of the dete
tor

with di�erent trigger rates. The low rate (2 Hz) run (13520) more 
losely resembles

the neutrino data rate than the 150 Hz high rate run. No rate dependen
e for total

N

Hit

is evident from these runs. This is an important 
he
k on our energy-like variable,

be
ause high rate

16

N 
alibration data is used to set the Monte Carlo energy s
ale for

this analysis.

Energy S
ale from

16

N S
ans

In this se
tion, 
omparisons between

16

N 6.13 MeV 
-ray sour
e MC and 
alibration

data are presented. These 
omparisons test how well the MC represents the energy

s
ale of energeti
 ele
trons produ
ed through Compton s
attering by the sour
e 
-ray.

The

16

N is a triggered 
-ray sour
e, with the primary bran
hing ratio (66%) being a

monoenergeti
 6.13 MeV 
-ray. This de
ay is a

ompanied by a � (4.3 MeV endpoint)

whi
h provides a trigger signal through 
oupling to a plasti
 s
intillator/PMT pair.

The two other signi�
ant bran
hes are a ground state transition (10.4 MeV endpoint
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Figure 5.6: N

Hit

distributions for two

16

N 
alibration sour
e runs near the 
enter of

the dete
tor with di�erent trigger rates. The low rate (2 Hz) run (13520) more 
losely

resembles the neutrino data rate than the 150 Hz high rate run (13532).
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�, no 
) o

urring 28% of time and 4.8% 
ontribution from a 7.1 MeV 
 with 3.3

MeV endpoint �. The

16

N is produ
ed by bombarding

16

O in CO

2

gas with 14.2 MeV

neutrons from a 
ommer
ial deuterium-tritium (DT) generator fast neutron sour
e.

The CO

2

gas is 
owed through the DT generator and dire
tly to the dete
tor sin
e

the half-life of

16

N is 7.13 se
s. The stainless steel de
ay 
hamber is 0.5 
m thi
k

to attenuate

16

N de
ay �'s and is atta
hed to a manipulator system for dete
tor

deployment. The

16

N PMT is 
onne
ted to a spe
ial front-end 
ard 
hannel whi
h

a
ts as an event tag and dete
tor trigger

9

for the

16

N 
-rays. See [54℄ for a 
omplete

des
ription of the

16

N sour
e.

Re
all that

16

N xz-plane s
ans taken in De
ember 1999 were used to 
reate energy

s
ale interpolation grids for 
orre
ting the N

Hit

of ea
h Monte Carlo generated event.

Part of the De
ember 1999 s
an was data taken o� of the xz-plane and not used in

generating the interpolation grid data. This yz-axis s
an data was purposely reserved

to 
he
k the Monte Carlo energy s
aling both with and without the appli
ation of

energy interpolation 
orre
tions. This 
omparison is shown in Figure 5.7. Although

the number of positions sampled is rather limited, it is evident that the agreement

is mu
h better with the interpolation 
orre
tion, 
onsistent with the results from

Appendix B. It also lends 
on�den
e that the energy s
ale interpolation s
heme 
an

applied to data outside the plane of generation (xz-plane).

A se
ond set of extensive dete
tor s
ans with the

16

N 
alibration sour
e was per-

formed in January 2001. In fa
t, this later s
an was signi�
antly more extensive

than the De
ember 1999 s
an in both the xz-plane and yz-plane. This suggests that

it might be fruitful to use the January 2001 s
an to generate more well-determined

9

ex
ept in spe
ial runs to study data 
leaning performan
e, where it is important that the dete
tor

trigger timing is the same as in normal neutrino data taking. The role of data 
leaning in data

redu
tion is des
ribed in Chapter 6.
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interpolation grids and then test the results with the De
ember 1999 s
an as opposed

to the other way around that is done in this analysis. In any event, the energy s
aling

of sour
e Monte Carlo (with time drift 
orre
tion applied) and data was 
ompared

for the January 2001

16

N s
ans and found to be in good agreement. A 
omparison

between data and both N

Hit

and interpolation 
orre
ted N

Hit

is shown in Figure 5.8 for

a s
an along the x-axis as an example. Note that the energy interpolation 
orre
ted

N

Hit

is in mu
h better agreement with the observed energy s
ale than un
orre
ted

N

Hit

, similar to the De
ember 1999 s
an results whi
h were taken more than a year

prior this

16

N data.

In Figure 5.9, the fra
tional error in interpolation 
orre
ted N

Hit

from sour
e

Monte Carlo when 
ompared to the January 2001 x,y, and z-axis s
an data is shown

versus sour
e radius. Note that the energy s
ale error in
reases as the sour
e radius

in
reases. If one assumes that the observed error at a given sour
e radius is repre-

sentative of the error at any position with that same radius (i.e. the error at a given

sour
e radius is spheri
ally symmetri
), then simple R

2

weighting of the errors yields

a estimate of the volume-weighted energy s
ale un
ertainty equal to 0:9� 0:1%. For


omparison, the same un
ertainty without energy interpolation is 1:5� 0:1%.

Energy S
ale from Hot

252

Cf Neutron Sour
e

The 
apture of neutrons on deuterium produ
es a 6.25 MeV 
-ray. This 
-ray is

very 
lose in energy to the 
-ray produ
ed by the triggered

16

N sour
e, so a sour
e of

neutron 
aptures on deuterium would provide a ex
ellent 
ross-
he
k on the energy

s
ale un
ertainty. Also, due to the long mean free path of neutrons in pure D

2

O(�

1.5 m), a neutron sour
e would provide an ex
ellent probe of energy s
ale in regions

of the dete
tor ina

essible to the

16

N sour
e with the present manipulator system
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Figure 5.9: Fra
tional error in interpolation 
orre
ted N

Hit

versus sour
e radius from

sour
e Monte Carlo when 
ompared to the January 2001 x,y, and z-axis s
an data.
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(planes other than xz and yz, and the very outer regions of the D

2

O in these planes).

The neutron sour
e used in SNO is a

252

Cf sour
e en
apsulated in a
ryli
. Two

di�erent sour
es with di�erent strength - 1 nCi and a \hot" 10 nCi sour
e - were

deployed. Neutrons whi
h are produ
ed in the �ssion pro
ess of

252

Cf leave the sour
e

and enter the dete
tor where they are subsequently thermalized and 
aptured (mostly

on hydrogen and deuterium). The sour
e is untriggered, so 
are must be taken to 
ull

the neutron initiated events from the data. For a more general des
ription of a
ryli


en
apsulated sour
es developed for use in SNO, see [55℄.

The hot

252

Cf sour
e was deployed in August 2000 and November 2000 at various

positions within the dete
tor. The data was fully re
onstru
ted with the Path Fitter.

Some higher-level 
uts were applied to the data to remove non-Cerenkov events pri-

marily from manipulator light - the Path Fitter �gures-of-merit (re
all Se
tion 4.3.5)

and two 
uts des
ribed in Chapter 6 (Correlation �

2

and In-time Ratio). In addi-

tion, only events re
onstru
ting more than 150 
m from the sour
e were a

epted

as neutron 
aptures to remove events initiated by �s and 
s from �ssion fragments

within the sour
e. The �ltered data was then separated into equal volume (re
on-

stru
ted R

3

) bins and the N

Hit

distribution within ea
h bin �t to a Gaussian to get

the energy s
ale and resolution. The exa
t same pro
edure was repeated for the

252

Cf

sour
e simulation and the energy s
ale within ea
h equal volume bin 
ompared to the

data. Figure 5.10 shows the data N

Hit

and energy interpolation 
orre
ted N

Hit

from

the sour
e MC for the August 2000 and November 2000 hot

252

Cf runs.

Sin
e the energy s
ale was determined for MC and data in equal volume bins, a

simple average of the (absolute) fra
tional di�eren
es gives the volume-weighted s
ale

un
ertainty from the neutron sour
e data. This gives 0:8� 0:2% and 0:4� 0:2% for

the August 2000 and November 2000 volume-weighted error, respe
tively. The energy
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Figure 5.10: Comparison between

252

Cf data and interpolation 
orre
ted sour
e MC

energy s
ale for (left) August 2000 and (right) November 2000 neutron sour
e runs.

Run Opti
s 1 Opti
s 2 Opti
s 3

N

Hit

N

Corr

N

Hit

N

Corr

N

Hit

N

Corr

Aug 2000 0:9� 0:3 0:7� 0:1 1:7� 0:1 1:0� 0:1 1:1� 0:4 0:9� 0:1

Nov 2000 0:5� 0:3 0:3� 0:3 1:0� 0:2 0:8� 0:2 0:6� 0:1 1:1� 0:2

Table 5.2: Energy s
ale un
ertainties for the alternate opti
s sets from 
omparison of

the neutron sour
e data and MC (N

Corr

is the interpolation 
orre
ted N

Hit

).

s
ale un
ertainties for the alternate opti
s sets were also examined with the neutron

sour
e data, along with 
omparisons of un
orre
ted N

Hit

and interpolation 
orre
ted

N

Hit

. Table 5.2 summarizes these results.

In the 
ontext of energy s
ale drift, it is interesting to note that mu
h better

agreement between neutron sour
e data and MC is obtained when the drift 
orre
tion

is applied. This is true for both the August 2000 and November 2000 data. Without

any s
ale drift 
orre
tion, the volume weighted error is in
reased to 2.5% and 1.6%

for the August 2000 and November 2000 data, respe
tively.
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Energy S
ale from pT Sour
e

The pT sour
e is a very important sour
e for SNO be
ause it provides an upper

energy 
alibration point (19.8 
-rays) well beyond the

8

B endpoint. Taken together

with the

16

N sour
e, these two sour
es essentially bra
ket the entire energy range of

interest for solar neutrino analyses.

The pT sour
e works by a

elerating protons onto a tritium target, produ
ing

19.8 MeV 
-rays through

3

H(p,
)

4

He rea
tions. Hydrogen ions are produ
ed by

a

elerated ele
trons within a gas dis
harge region. Ionizing ele
trons are 
on�ned

within a 
old Penning trap, whi
h also in
reases their path length through the gas to

in
rease the probability of multiple ionization. This design also allows the sour
e to

be run in DC rather than pulsed mode, whi
h 
ould 
ause ele
tri
al interferen
e in the

dete
tor. The target 
hamber is operated at negative high voltage whi
h a

elerates

the dis
harged ions toward the tritium target. The entire sour
e is only 50 
m in

length so that it 
an be deployed at various lo
ations inside the dete
tor. The sour
e

is untriggered and produ
es a high rate of neutrons (largely from

3

H(t,nn)

4

He), so

the data must be 
leaned of unwanted high N

Hit

events (e.g. PMT 
ashers) to get at

events initiated by ele
trons Compton s
attered by the 19.8 MeV 
-rays. See [56℄ for

more information about the pT sour
e design.

The pT sour
e data were passed through the standard data 
leaning 
uts (de-

s
ribed in Chapter 6) to remove instrumental ba
kgrounds and then fully re
on-

stru
ted with the Path Fitter. In addition, the same high level 
uts used to 
lean the

252

Cf hot neutron sour
e data were applied to the pT sour
e data. Figure 5.11 shows

the resulting N

Hit

spe
trum for pT sour
e run 15172 at the 
enter of the dete
tor,

where the 19.8 MeV 
-ray peak is 
learly evident. An overlay of the pT sour
e MC
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Figure 5.11: N

Hit

distribution of pT sour
e run 15172 at the 
enter of the dete
tor

after data 
leaning and high level 
uts. Overlayed is the interpolation 
orre
ted MC

of the pT sour
e.
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with energy interpolation applied is also shown in Figure, demonstrating the ex
ellent

level of agreement between the MC and data at the pT energy (at the 
enter). The

fra
tional error in the energy interpolation N

Hit

for the sum of all pT sour
e taken

at the 
enter (runs 15172-15177) is found to be 0:3 � 0:5%. As was the 
ase for the

neutron data, the pT sour
e MC is in mu
h better agreement with the data when

the linear s
ale drift 
orre
tion is applied - the error is 2.7% without this s
ale drift


orre
tion.

Energy Resolution

In the previous se
tion, energy s
ale un
ertainty was studied by 
omparing the Gaus-

sian mean of the N

Hit

distributions for various 
alibration data and sour
e Monte

Carlo. In this se
tion, the energy resolution un
ertainty is investigated, whi
h (for

N

Hit

-based analyses) is de�ned as the error in width of Monte Carlo N

Hit

spe
tra

when 
ompared to sour
e 
alibrations.

Figure 5.4.2 shows the energy resolution for x-axis and z-axis s
ans of the

16

N 
ali-

bration sour
e 
ompared to sour
e Monte Carlo. Noti
e that the Monte Carlo energy

resolution is systemati
ally lower than the resolution extra
ted from

16

N sour
e data

by about 3% on average. While this dis
repan
y is not 
ompletely understood, it does

set the s
ale of our systemati
 error on energy resolution. As we will see in Chapter 8,

this turns out to be small 
ontribution to our overall systemati
 un
ertainty on the

CC and ES 
ux measurements.
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Figure 5.12: Energy resolution for (left) x-axis and (right) z-axis s
ans of the

16

N


alibration sour
e 
ompared to sour
e Monte Carlo. For the Monte Carlo, resolution

both with and without energy s
ale interpolation is shown.

5.5 Re
onstru
tion Chara
teristi
s

Re
all from dis
ussions in Se
tion 5.4 that un
ertainties in the energy s
ale and

resolution enter dire
tly into un
ertainties on solar neutrino results be
ause of the

need to pla
e a 
ut on energy to avoid ba
kgrounds. In a similar way, un
ertainties

in re
onstru
tion 
hara
teristi
s translate into un
ertainties in the results be
ause of

the need for a �du
ial volume 
ut to avoid ba
kgrounds that originate in the exterior

regions of the dete
tor. The �du
ial volume 
ut is a 
ut on re
onstru
ted position

(typi
ally re
onstru
ted radius) not dire
tion, so one might expe
t that un
ertainties

in the re
onstru
tion of dire
tion will enter into the systemati
 error to a lesser extent

than position un
ertainty. While this is generally true, systemati
 errors are not all

in the a

eptan
e errors from 
uts on the data, but rather also involve errors in the

extra
ted signal from shapes of the PDFs used in the extra
tion.
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5.5.1 Vertex Resolution and Shift

In this se
tion, the vertex resolution and mean shift in the �t vertex from the \true"

ele
tron position are determined. These studies use the

16

N 
alibration sour
e de-

s
ribed in Se
tion 5.4.2 and a

8

Li triggered ele
tron sour
e. The energy spe
trum of

8

Li de
ay �'s is very similar to the

8

B neutrino spe
trum. This is be
ause both

8

Li

and

8

B 
an de
ay to the same nu
lear state (

8

Be) and are isospin mirrors of ea
h

other. The possibility of using this sour
e to in
rease SNO's sensitivity to measuring

8

B spe
tral distortions is dis
ussed in [57℄. The

8

Li is made through

11

B(n,�)

8

Li re-

a
tions by bombarding a

11

B target with fast neutrons from the DT generator. Some

fra
tion of the

8

Li produ
ed in the DT target 
hamber is swept to a de
ay region in the

dete
tor by an aerosol 
ow of He gas and NaCl. The short half-life of

8

Li (T

1=2

= 1:2

se
s) makes getting a substantial yield of de
ays in the dete
tor a 
hallenging task.

The de
ay 
hamber is a stainless steel sphere 5" in diameter and thin-walled (�0.02"

thi
kness) to minimize � energy losses (� 2 MeV is lost traversing the sour
e wall).

The tag signal from the sour
e is derived from s
intillation light produ
ed in the He

gas by � parti
les a

ompanying the

8

Li � de
ay. This s
intillation light is dete
ted

by a PMT mounted inside the de
ay 
hamber. A detailed des
ription of the

8

Li sour
e


an be found in [58℄.

Both

16

N and

8

Li sour
es generate ele
trons with position distributions that are

known, at least in prin
iple. These ele
tron sour
e distributions, when 
onvolved with

an assumed shape for the underlying �t position distribution, 
an be �t to the data

to estimate the resolution and mean vertex shift for re
onstru
ted ele
tron events in

the dete
tor. That is, a fun
tion �(x

fit

; �; �) is �t to the 1D re
onstru
ted position
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distribution (here shown in x),

�(x

fit

; �; �) =

1

Z

�1

F (x

fit

; �; �; x

sr


)S(x

sr


)dx

sr


(5.1)

where S is the ele
tron sour
e distribution and F is the re
onstru
tion response fun
-

tion to ele
trons whi
h depends on the vertex resolution (�) and shift (�). The form


hosen for F is a simple Gaussian,

F (x

fit

; �; �; x

sr


) =

1

p

2��

e

[(x

fit

�x

sr


)��℄

2

2�

2

(5.2)

motivated by Monte Carlo studies of re
onstru
ted ele
tron position distributions

10

.

For

16

N, the form of S(x

sr


) is the 1D proje
tion of the 3D s
attering distribution,

S(r) � e

�r

�

=r

2

, with � = 37 
m. The

8

Li sour
e is approximated as a sour
e of

ele
trons on a shell 2a=10.7 
m in diameter. Therefore, S(x

sr


) is given by

S(x) =

8

<

:

2�

p

a

2

�x

2

4�a

2

; x < a

0; otherwise

(5.3)

Figure 5.13 shows the ele
tron sour
e distributions used to extra
t � and � from

16

N

and

8

Li along with example �ts to the 
alibration data.

Vertex Resolution

Figures 5.14 and 5.15 show 
omparisons of the vertex resolution as a fun
tion of sour
e

z-position (x�y�0) obtained from the

16

N and

8

Li sour
e, respe
tively. Comparisons

10

A better �t to MC distributions is obtained using the sum of a Gaussian and exponential, as

these distributions suggest exponential rather than Gaussian tails. The added 
omplexity of extra

�t parameters was deemed unne
essary as we are only use these �ts to estimate the un
ertainties in

MC re
onstru
tion 
hara
teristi
s rather than 
onstru
ting re
onstru
tion response fun
tions.
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Figure 5.13: The ele
tron sour
e distributions used to extra
t � and � from (left)

16

N

and (right)

8

Li along with example �ts to the 
alibration data.
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Figure 5.14: Comparison of vertex resolution from

16

N sour
e MC and data as a

fun
tion of sour
e z-position - (left) Opti
s6b and (right) extreme opti
s.
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Figure 5.15: Comparison of vertex resolution from

8

Li sour
e MC and data as a

fun
tion of sour
e z-position - (left) Opti
s6b and (right) extreme opti
s.

are made between 
alibration data and sour
e MC for the 
entral opti
s (Opti
s 6b)

and extreme opti
s for re
onstru
tion (Opti
s 1 and 3). The

16

N MC resolution is in

good agreement with the data, although the MC appears to be systemati
ally low by

about 2 
m. The agreement is slightly worse for the

8

Li sour
e, with dis
repan
ies of

up to 3 
m in the resolution. For both sour
es, the range in resolution for the extreme

opti
s sets essentially bra
kets the 
alibration data. The resolution di�eren
e between

the extreme opti
s is about 2.5 
m, whi
h sets the likely s
ale for e�e
ts of opti
al

un
ertainties on vertex resolution. In Figure 5.16, the vertex resolution results from

16

N and

8

Li sour
es are dire
tly 
ompared and shown to be in reasonable agreement

with one another.

In addition to the sour
e position dependen
e, it is interesting to investigate how

well the MC models the energy (N

Hit

) dependen
e of the vertex resolution. This

is parti
ularly relevant for 
onsideration of systemati
 un
ertainties in an N

Hit

bin-

by-N

Hit

bin CC 
ux extra
tion to produ
e a spe
trum (dis
ussed in Se
tion 8.2.3).
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alibration data as a
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Figure 5.17: Comparison of vertex resolution from

16

N sour
e MC and data as a

fun
tion of NHIT - (left) Opti
s6b and (right) extreme opti
s.

Figures 5.17 and 5.18 show 
omparisons of the vertex resolution as a fun
tion of

N

Hit

obtained from the

16

N and

8

Li sour
e at the 
enter of the dete
tor, respe
tively.

Comparisons are made between 
alibration data and sour
e MC for the various opti
al

parameter sets. For

16

N, agreement in the shape of the resolution as a fun
tion of

N

Hit

is quite good and largely unaltered by the extreme opti
al sets.

The agreement is not quite as good for the

8

Li sour
e, parti
ularly at lowN

Hit

where

disagreement in resolution is �3 
m at 45 N

Hit

. There are several possible reasons

for the apparent worse agreement between sour
e data and MC at low N

Hit

. It 
ould

be that poor modeling of the sour
e geometry is su
h that, for example, less light

is shadowed by the sour
e in the MC whi
h leads to better re
onstru
tion a

ura
y.

Another possible explanation is that residual

16

N 
ontamination in the tagged

8

Li

events are present. This 
ontamination would de
rease as a fun
tion of in
reasing

N

Hit

in mu
h the same way as shown in Figure 5.19 be
ause of the shape of the

16

N

N

Hit

spe
trum (see Figure 5.20). A large fra
tion of

16

N events 
an be removed with a
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Figure 5.18: Comparison of vertex resolution from

8

Li sour
e MC and data as a

fun
tion of NHIT - (left) Opti
s6b and (right) extreme opti
s.

simple 
ut on time and 
harge of the

8

Li PMT signal, where the 
ut 
ontour [59℄ 
an

be determined by running pure

16

N through the

8

Li gas line. If residual

16

N events

are in the tagged

8

Li data, then it will broaden the extra
ted resolution be
ause one

is �tting the position distribution under the hypothesis it is 
omprised of ele
trons

rather than 
-rays

11

.

Vertex Shift

The mean displa
ement of the �t vertex relative to the true ele
tron position is vertex

shift. If the Monte Carlo does not a

urately reprodu
e the vertex shift e�e
ts at work

in re
onstru
tion of real events in the dete
tor, the MC 
al
ulated a

eptan
e within

some applied �du
ial volume will be in
orre
t. This re
onstru
tion un
ertainty is


ompletely analogous to the e�e
t of energy s
ale un
ertainty on the CC and ES 
ux

measurements.

11

whi
h produ
e an extended sour
e of ele
trons through Compton s
attering in the water.
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Figure 5.19: Comparison of vertex resolution from

16

N and

8

Li 
alibration data as a

fun
tion of NHIT.
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Figure 5.20: Comparison of

16

N and

8

Li N

Hit

distribution for sour
e at the 
enter of

the dete
tor.

The vertex shift results are derived from exa
tly the same �ts to 
alibration data

and sour
e MC presented in the 
ontext of vertex resolution, ex
ept that the Gaussian

�t �'s rather than �'s are 
ompared. An illustrative example of vertex shift is shown

in Figure 5.21, whi
h shows a s
atter plot of re
onstru
ted vertex for four di�erent

8

Li sour
e positions. The sour
e is represented by a 
ir
le approximately to s
ale.

Note that the 
entroid of the 
loud of �t positions is steadily displa
ed in z-position

from the sour
e position as the sour
e is moved in the +z dire
tion. If this inward

shift was not also modeled in the Monte Carlo, then the Monte Carlo over-predi
t

the a
tual number of neutrino events a

epted within the �du
ial volume

12

. It will

be
ome evident in the dis
ussion that follows that the MC does indeed tra
k vertex

shift e�e
ts to a 
ertain degree.

12

This is only true, of 
ourse, if events from

8

Li ele
trons are a good approximation to neutrino-

indu
ed ele
tron events
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Figure 5.21: S
atter plot of re
onstru
ted vertex for four di�erent

8

Li sour
e positions.

The sour
e is represented by a 
ir
le approximately to s
ale relative to the size of the

a
ryli
 vessel.
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Figure 5.22: Comparison of (left) x and (right) y vertex shift from

8

Li and

16

N sour
e

MC and data as a fun
tion of sour
e z-position.

Figure 5.22 shows a 
omparison of x and y vertex shift from

8

Li and

16

N sour
e

MC and data as a fun
tion of sour
e z-position. There is no eviden
e for any shift in

the �t vertex beyond 
u
tuations on the order of the sour
e positioning un
ertainty

(�2 
m). The vertex shift in z-position does show a dependen
e on the sour
e position

along the z-axis, whi
h is 
onsistent for both of the sour
es (see Figure 5.23). The

sign of the e�e
t is to push events inward as the sour
e is moved outward along the

z-axis, with a slope of about 1 
m shift per 1 m sour
e displa
ement. Noti
e that

the MC shows a similar trend that is in reasonable agreement with the sour
e data

ex
ept possibly when the sour
e is nearest to the AV ne
k (largest z-position). The

extreme opti
s MC sets also show a similar, but slightly larger slope with the same

sign of the e�e
t.
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Figure 5.23: Comparison of z vertex shift from

8

Li and

16

N sour
e MC and data as a

fun
tion of sour
e z-position - (left) Opti
s6b and (right) extreme opti
s.

5.5.2 Angular Resolution

In the previous se
tion, un
ertainties in vertex re
onstru
tion were presented. These

un
ertainties were determined by 
omparing 
 and ele
tron 
alibration sour
e data

to Monte Carlo predi
tions for vertex shift and resolution. In this se
tion, similar


omparisons are made to determine the angular resolution un
ertainty.

The ideal 
alibration sour
e for measurement of angular resolution would be a

dire
ted sour
e of single ele
trons with tunable energies. The angular resolution

fun
tion for a given ele
tron position, dire
tion, energy in the dete
tor would then

be the fra
tion of events re
onstru
ting within an interval [�, � + Æ�℄, where � is the

angle between the re
onstru
ted and known initial ele
tron dire
tion. As previously

mentioned, we do have a tagged sour
e of single ele
trons - the

8

Li sour
e. The

initial dire
tion of ele
trons from this sour
e is not known on an event by event basis,

however, so the

8

Li sour
e is not very useful from the standpoint of angular resolution

un
ertainty.
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The

16

N 
alibration sour
e data 
an be used as a surrogate for determining an-

gular resolution un
ertainty [60℄. A Compton s
attered ele
tron from a 6.13 MeV


-ray is preferentially s
attered in the forward dire
tion relative to the in
ident 
-ray

dire
tion. This is be
ause the 
-ray energy is 
onsiderably larger than rest mass of

the ele
tron. But the

16

N sour
e is essentially an isotropi
 sour
e of 
-rays, so how

do we know the in
ident 
-ray dire
tion on an event-by-event basis? If the s
attering

vertex, ~r

e

, is known, then 
-ray dire
tion is related to the

16

N sour
e position, ~r

s

, by

the simple ve
tor relation (See Figure 5.24)

^

d




=

~r

e

� ~r

s

j ~r

e

� ~r

s

j

(5.4)

The dot produ
t of this 
-ray dire
tion unit ve
tor with the re
onstru
ted dire
tion

gives the 
osine of the angle between these two ve
tors,


os �


e

=

^

d




�

^

d

fit

(5.5)

The �t vertex, r

fit

, is used as an estimator of the true Compton s
attering vertex

(r

fit

=

^

~r

e

) so that Equation 5.5 simply be
omes


os � =

~r

fit

� ~r

s

j ~r

fit

� ~r

s

j

�

^

d

fit

(5.6)

Note that this manner of determining the angular resolution 
ouples in vertex re-


onstru
tion un
ertainties, sin
e the vertex is required to 
al
ulate the re
onstru
ted

dire
tion of the Compton s
attered ele
tron relative to the in
ident 
-ray dire
tion

for a given event. In order to minimize the e�e
t of �nite vertex resolution on the

angular resolution measurement, only events re
onstru
ting at distan
e from the

16

N
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Figure 5.24: Diagram showing ve
tors involved in measurement of angular resolution

using the

16

N 
-ray 
alibration sour
e.
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sour
e that is large 
ompared to the vertex resolution are 
onsidered.

Figure 5.25 shows a 
omparison of the 
os � distributions between

16

N 
alibration

data at the 
enter of the dete
tor and sour
e Monte Carlo for events re
onstru
ting

more than 1.5 m from the sour
e. From both Figure 5.25 and the log-s
ale version

of this �gure (Figure 5.26), it is apparent that the Monte Carlo is in good agreement

with

16

N sour
e 
alibrations for angular resolution in this parti
ular lo
ation.

5.6 Trigger EÆ
ien
y

This se
tion 
ontains a general dis
ussion of the SNO N

Hit

trigger eÆ
ien
y. See [61℄

for a more 
omplete des
ription. The author was primarily responsible for developing

the methods of measurement as well as data 
olle
tion and analysis.

5.6.1 Introdu
tion

In order to 
al
ulate the 
ux of neutrinos in
ident on SNO, one needs to 
onne
t the

observed rates of various types of intera
tions to the probability of a
tually triggering

the dete
tor on the produ
ts of these intera
tions (e.g. e

�

; n) as well as know the

number of targets and the di�erential 
ross se
tions. These trigger probabilities are

the a

eptan
es for various types of parti
les produ
ed by neutrino intera
tions and

depend on the position, dire
tion and energy of the parti
les as well as host of dete
tor

properties su
h as PMT eÆ
ien
y/
overage, opti
al properties of the di�erent media,

et
. One parti
ularly important dete
tor property that a

eptan
e depends upon is

the trigger eÆ
ien
y, whi
h is how often the trigger hardware issues a global trigger

(i.e. initiates an event) in response to a set of PMTs hit at given times. Therefore,

understanding the eÆ
ien
y of the trigger system is a 
ru
ial part of determining the
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Figure 5.25: Comparison of the 
os � distributions between

16

N 
alibration data at

the 
enter of the dete
tor and sour
e Monte Carlo for events re
onstru
ting more

than 1.5 m from the sour
e.
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Figure 5.26: Log-s
ale version of Figure 5.25 showing that the angular resolution tail

from

16

N is also in good agreement with Monte Carlo.
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a

eptan
e for parti
les produ
ed by neutrino intera
tions in the dete
tor.

Although the trigger eÆ
ien
y is an important part of any physi
s analysis in

SNO, a knowledge of the exa
t shape of the eÆ
ien
y 
urve is not ne
essary for all

analyses. For higher energy neutrino analyses, it may be suÆ
ient to simply know

that the trigger eÆ
ien
y is very 
lose to unity over this energy range so one does

not need to worry about trigger 
ontributions to the eÆ
ien
y. However, as one

attempts to push the solar neutrino analysis lower in threshold, the details of the

trigger eÆ
ien
y shape be
ome in
reasingly important.

In addition to being 
ru
ial for data analysis, the trigger eÆ
ien
y also has a

profound impa
t on how the data is 
olle
ted. In order to 
olle
t as mu
h physi
s

data as possible in the low end of the solar (

8

B) neutrino spe
trum (e.g. where

MSW-indu
ed spe
tral distortions are potentially important), we would like to set our

hardware trigger threshold as low as possible

13

. However, there is a large exponential

wall of radioa
tive ba
kground events at low energy as well as signi�
ant 
ontributions

from random 
oin
iden
es of PMT and ele
troni
s noise whi
h ultimately limits how

mu
h we 
an lower our trigger threshold and still stably a
quire data. While a
ute

attention to 
leanliness is what makes the level of radioa
tive ba
kgrounds a

eptable

for analysis, the sharpness of the trigger eÆ
ien
y 
urve is a main reason why we are

able to stably trigger the dete
tor at a very low threshold in energy (
urrently 5-10 Hz

at 16 N

Hit

whi
h is < 2 MeV). This is be
ause a very sharp eÆ
ien
y 
urve allows one

to be very eÆ
ient at triggering on events above threshold while being very ineÆ
ient

at triggering on events below threshold where the rate gets exponentially large.

13

Looking for spe
tral distortions near SNO's low hardware threshold (� 2 MeV) is very diÆ
ult

at best, however, due to the poor energy resolution and the steeply falling radioa
tive ba
kground

wall at these energies.
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5.6.2 Trigger EÆ
ien
y and A

eptan
e

Measurement of the N

Hit

trigger eÆ
ien
y involves answering the following question:

For a given trigger hardware threshold, with what probability does the

dete
tor trigger as a fun
tion of the number of 
hannels hit in 
oin
iden
e?

In this 
ontext, two 
hannels are 
onsidered \in 
oin
iden
e" if they �re within the

N

Hit


oin
iden
e time of ea
h other determined by the average width of the analog

primitives summed together - 93 ns for the NHIT100 trigger and 20 ns for the NHIT20

trigger. The answer to this question is a 
urve for ea
h hardware trigger threshold

setting, whi
h gives the trigger probability as a fun
tion of

~

N , the number of 
oin
i-

dent, or \in-time", hits. If the shape of the trigger eÆ
ien
y 
urve is the same over

all relevant threshold settings, then it may be suÆ
ient to simply translate one mea-

sured 
urve rather than apply a di�erent 
urve for ea
h threshold, but this needs to

investigated with 
alibration data. It is 
ertainly important to measure the eÆ
ien
y


urve at the 
urrent trigger thresholds set in the produ
tion data taking. In addition,

for higher energy analyses it may be suÆ
ient to know at what N

Hit

(a
tually

~

N) we

are 100% eÆ
ient rather than the detailed shape of the trigger eÆ
ien
y 
urve, as

previously mentioned.

It is important to distinguish between trigger eÆ
ien
y and dete
tor a

eptan
e.

Dete
tor a

eptan
e is the probability for the dete
tor to trigger on a parti
ular type

of physi
s signal (e.g. a 5 MeV ele
tron at (0,0,0) in the +z-dire
tion). While the

trigger eÆ
ien
y depends solely on the performan
e of the dete
tor hardware (and

DAQ), the a

eptan
e is mu
h more diÆ
ult to determine and depends on many

things, some of whi
h are listed below:

� Trigger eÆ
ien
y for the triggering 
onditions (trigger thresholds, masks)
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� Opti
al properties (attenuation/s
attering in H

2

O/D

2

O/AV, AV/PMT re
e
-

tivity)

� Dete
tor gain (PMT gain/Q.E., 
hannel eÆ
ien
ies)

� Geometry (event position/dire
tion, PMT geometry, et
.)

� Physi
s (Parti
le energy, Cerenkov light produ
tion, ele
tron s
attering, et
.)

Therefore, the trigger eÆ
ien
y is an important pie
e of information for understand-

ing our dete
tor a

eptan
e, but it is only one pie
e. Other 
alibration data and

physi
s/dete
tor simulation is needed to fully estimate the a

eptan
e in the absen
e

of absolute 
alibration sour
es.

5.6.3 Sour
es of ineÆ
ien
y

Although no results of the trigger eÆ
ien
y measurement have been presented at

this point, it is anti
ipated that, despite our best intentions, SNO does not have a

perfe
tly eÆ
ient trigger. As su
h, this se
tion des
ribes a few sour
es of ineÆ
ien
y

whi
h 
an lead to deviations from a perfe
t step-fun
tion trigger (see Figure 5.27).

As dis
ussed in Se
tion 3.5, the trigger system is largely an analog system. This

has numerous advantages over a digital system, in
luding speed (fast trigger deter-

mination leading to small trigger and 
hannel dead time) and simpli
ity (trigger

information 
ontained in single analog sum). However, maintaining the analog in-

tegrity of an approximately 10

4


hannel sum from 19 separate 
rates (ea
h of whi
h

are bustling with digital a
tivity) to a 
entral ra
k over 100 ft of 
able provides its own

set 
hallenges. Below are some analog 
hara
teristi
s whi
h 
an lead to ineÆ
ien
ies

in the system:
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Figure 5.27: Dramatization of how the various sour
es of trigger ineÆ
ien
ies 
an

alter the trigger eÆ
ien
y 
urve in an ideal system (shown as a step fun
tion,

~

N is

the number of in-time hits). The true trigger eÆ
ien
y 
urve (show as a smooth


urve) may also be translated along the

~

N -axis by some types of ineÆ
ien
ies so that

the 50% eÆ
ien
y point is no longer where

~

N equals the hardware trigger threshold.

� Finite rise/fall of analog trigger primitives: Mu
h of the analog trigger

design e�ort went into generating sharp analog trigger primitives and main-

taining short rise/fall times throughout the entire N

Hit

sum. However, some

degradation of the trigger pulses is inevitable (e.g. some integration by 
able


apa
itan
es, et
.) and this results in a loss of eÆ
ien
y (see Figure 5.28). This

e�e
t gets larger as the trigger pulses get more out of time, so one expe
ts this

type of ineÆ
ien
y to be worse for events originating away from the 
enter of

the dete
tor where geometri
 e�e
ts will spread out the PMT hit times.

� Variations in width/amplitude: Ideally, all analog trigger primitives are

exa
tly the same - 30 mV in amplitude and either 20 ns or 93 ns in duration

depending whi
h trigger type one is talking about (NHIT20 or NHIT100) -

regardless of whi
h 
hannel �res to give the pulse. In reality, there is a nonzero
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REAL CASE (EXAGGERATED)

Figure 5.28: Exaggerated diagram of the e�e
ts of analog pulse shape on trigger

eÆ
ien
y. In the Figure, a threshold set at N

Hit

=2 triggers for ideal pulses, but not

for those with �nite rise and fall times.

spread in the distribution of both width and amplitude of the analog primitives

whi
h leads to a smearing of the trigger eÆ
ien
y 
urve.

� Ele
troni
s noise/pi
kup: Any type of ele
troni
 noise that is pi
ked up on

the trigger lines 
an lead to ineÆ
ien
ies in the trigger by altering the shape

of the analog sum. This 
an lead to spurious misses or extra global triggers,

depending on the shape and sign of the pi
kup as well as where in the analog

sum it o

urs.

� Baseline/threshold variations: Any 
hanges in the DC o�set of the analog

sum or the hardware threshold will 
hange the e�e
tive N

Hit

threshold (unless,

of 
ourse, both 
hange by same amount and in the same dire
tion) and lead

to a smearing of the trigger eÆ
ien
y. These 
hanges 
ould be due to some

low frequen
y pi
kup, temperature variations, 1=f noise in the 
urrent mirror

elements, et
.

Aside from these \features" of an analog system, there are some other important
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sour
es of trigger ineÆ
ien
ies worth mentioning:

� CMOS (a.k.a \N

Hit

") dropout: This is a
tually a spe
ial type of baseline

variation. In this 
ase, the baseline shift is by one unit of N

Hit

and 
an last for

millise
onds or longer, depending on the average rate of the o�ending 
hannel


ausing the dropout. What happens is that o

asionally a 
hannel-level dis-


riminator will �re in response to a very short threshold 
rossing in time (i.e.

noise or the tip of a PMT signal) and signal the CMOS 
hip to �re with a runt

signal rather than full pulse. These runt pulses 
an turn on the 
urrent sour
e

within a CMOS 
hip that is the N

Hit

=1 analog primitive but fail to turn it o�.

This 
urrent is then summed into the analog network (as is the 
urrent from

all other 
hannels) and results in a DC-like shift in the analog sum baseline

for as long as the 
hannel is \stu
k". Fortunately, this 
urrent sour
e seems

to get \un-stu
k" by the next normal �ring of that 
hannel, so the baseline

shift from a single 
hannel lasts on average only a few millise
onds (� 600 Hz


hannel rates). However, the dropout is frequent enough so that with � 10

4


hannels 
ontributing, random dropout 
oin
iden
es lead to a 
ontinually 
u
-

tuating baseline of � 1� 2 N

Hit

in magnitude. Sin
e the baseline shift due to a

given 
hannel always has the same sign - it always lowers the e�e
tive trigger

threshold for a period of time - this 
auses the system to trigger at a lower

number of in-time hits than it would otherwise and leads to a shifting of this

eÆ
ien
y 
urve toward lower

~

N .

� Orphans: Sin
e the number of in-time 
hannels,

~

N , is determined by 
ounting

hits in the event, any 
hannels that �re and 
ontribute to the N

Hit

sum but

are dropped from the event data stream appear as a trigger ineÆ
ien
y. These
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\orphan" PMT bundles are either asso
iated into the wrong event (i.e. they

have a GTID mat
hing a trigger GTID still in the event builder's 
ir
ular bu�er)

or are 
olle
ted with other orphan PMT bundles into an \orphanage". These

orphan PMT bundles 
an either be due to a 
orrupted GTID in a PMT data

bundle (hardware orphans) or ineÆ
ien
ies in the readout/building of events

(software or readout-related orphans).

� Digital ineÆ
ien
ies: It is also possible that digital ineÆ
ien
ies 
an 
on-

tribute to the shape of the trigger eÆ
ien
y 
urve. For example, how often does

a raw trigger pulse from a masked in trigger not generate a global trigger? For

healthy raw trigger pulses (20 ns in duration with normal ECL logi
 levels),

produ
tion testing of the digital boards with 
alibration pulses indi
ates that

this 
ontribution is negligible. However, similar to the 
ase of CMOS dropout,

dis
rimination of the �nal analog sum 
an lead to runt raw triggers from the

MTC/A one-shot to be input on the MTC/D. In this 
ase the MTC/D will still

issue a global trigger, however the trigger word lat
h arrives after the end of the

masked in runt raw trigger pulse initiating the event. Sin
e the dete
tor does

trigger on this threshold 
rossing its not a loss of eÆ
ien
y but rather a loss of

information about whi
h masked in raw trigger �red.

� Dead trigger 
hannels: Channels whi
h are a
tive in a
quiring data but do

not 
ontribute to the N

Hit

trigger sum are an obvious sour
e of ineÆ
ien
y. In

some sense, these 
hannels are exa
tly opposite to orphans whi
h 
ontribute

to the N

Hit

analog sum but do not give any data to the event. These 
hannels


ould be ina
tive be
ause of a hardware problem (e.g. CMOS problem) or their

signal path is broken in some way. Alternatively, these 
hannels may have their
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triggers deliberately disabled due to some other trigger problem (e.g. ex
essive

CMOS dropout), however there is trigger status information put in the data

stream by the DAQ whi
h allows one to know how many disabled 
hannels


ontributed to a parti
ular event.

5.6.4 Method of Measurement

In order to measure the N

Hit

trigger eÆ
ien
y, one needs a sour
e of 
orrelated hits to

determine the trigger system response to a variety of situations en
ountered in normal

data taking. In the early days of system development, pedestals were used as su
h

a sour
e sin
e one 
ould �re any desired number of 
hannels using the MTC/D on-

board pulser. The problem with using pedestals, however, is that they have a �xed

time 
orrelation and do not provide a stringent enough test of the analog trigger

system to feel 
omfortable about the system performan
e under the battle 
onditions

of asyn
hronous data.

The laserball 
alibration sour
e provides a triggered sour
e of 
orrelated light in

the dete
tor, leading to 
orrelated PMT hits needed for the N

Hit

trigger eÆ
ien
y

measurement. The light from the sour
e is approximately isotropi
 light with sharp

timing (� 2 ns) and the sour
e 
an be moved around the dete
tor to test the position

dependen
e of the eÆ
ien
y. Another important feature of the laserball system for

trigger eÆ
ien
y is the ability to vary the intensity of the light so that one 
an test

the o

upan
y dependen
e and map out as mu
h of the eÆ
ien
y 
urve as possible.

It is also possible to use normal N

Hit

triggered data as a sour
e of 
orrelated hits

to estimate the trigger eÆ
ien
y. In this 
ase, one uses the fa
t that in normal data

taking there are multiple thresholds on the same N

Hit

sum, so one 
an use the lower
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threshold as a triggered \sour
e" of 
orrelated hits to study the response of the higher

N

Hit

threshold.

Eventually, it would be useful to 
he
k the trigger eÆ
ien
y results with some


ombination of the

16

N and the pT 
alibration sour
es, whi
h would allow a mea-

surement using Compton s
attered ele
trons rather than di�used laser light. There is

no advantage in using this data over the laserball sour
e data ex
ept as a 
he
k and

possibly the psy
hologi
al advantage of using data more 
losely resembling the data

upon whi
h the trigger eÆ
ien
y results will be applied (i.e. events due to Cerenkov

light). The problem with only using

16

N 
alibration data is that it does not have suf-

�
ient 
overage in N

Hit

to sample the interesting parts of the trigger eÆ
ien
y 
urve

(i.e. near threshold).

In early methods of trigger eÆ
ien
y measurement, the MTC/D trigger word bits

were used to determine how often the various trigger thresholds �re in response to

laser light, after 
areful timing in of the laser trigger signal. This method proved too

restri
tive due to the narrow lat
hing window for 
oin
ident raw triggers, however it

is still used as an approximate 
he
k on the results. To over
ome the short
omings

of methods using the MTC/D trigger word as a lat
h of the N

Hit

triggers that �re

in ea
h event, a new method was devised whi
h greatly in
reases the width of the

lat
hing window from 20 ns to � 85 ns. This allows for a more realisti
 determination

of whi
h N

Hit

triggers �re along with the laser trigger (EXT ASYNC) in a given event

sin
e one is mu
h less sensitive to phantom ineÆ
ien
ies resulting from narrow raw

trigger timing (e.g. re
e
tion triggers). In addition, the more robust trigger lat
hing

provides a natural way to measure the trigger eÆ
ien
y for sour
es away from the


enter of the dete
tor without having to 
hange the laser trigger delay timing at ea
h

position.
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Figure 5.29: Blo
k diagram of trigger eÆ
ien
y measurement method using the laser-

ball with the FEC/D as the trigger lat
h. The hit status of the FEC/D 
hannels is

used to determine whi
h N

Hit

triggers �re during a parti
ular laser event.
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The main idea of the method is to use the FEC/D 
hannels - spare 
alibration


hannels in slot 15 of 
rate 17 - as the trigger word instead of the MTC/D. A blo
k

diagram of the system 
on�guration during this method of measurement is shown in

Figure 5.29. In the FEC/D laserball method, one or more of theN

Hit

raw trigger 
ables

(i.e. the digital ECL lines after the dis
rimination of analog sum, see Se
tion 3.5)

feeding the MTC/D are dis
onne
ted. These lines are terminated and 
onverted from

ECL to TTL logi
 levels using one of the many useful features of the Trigger Utility

Board (TUB). These TTL lines are then 
onne
ted to inverting transformers (i.e.

transformers with their output lines swit
hed - essentially an analog inverter) and ea
h

are plugged into one of the FEC/D 
hannel inputs. So ea
h of the FEC/D 
hannels


onne
ted in this way re
eives a negative going TTL pulse when the 
orresponding

N

Hit

trigger �res in an event.

The laserball 
alibration sour
e is used for this measurement in the following way.

Ea
h laser pulse is 
oupled through a set of �ber opti
 
ables to a di�using ball (the

laserball) in the dete
tor to produ
e an approximately isotropi
 sour
e of light with

adjustable intensity. There is also a PIN diode monitoring the light from the laser

whi
h supplies a trigger for the di�used light in the dete
tor. This PIN diode signal is

dis
riminated by a pulser whi
h provides an adjustable delay between the PIN diode

pulse and a 20 ns ECL pulse that is sent to an external (asyn
hronous) trigger input

on the MTC/D. A global trigger (GT) is then issued by the MTC/D sin
e one masks

in the EXT ASYNC trigger type.

In this method, the laser trigger is delayed as mu
h as possible without losing

prompt tubes o� the early side (the \
url") of the TAC window

14

. This moves the

14

Note that delaying the laser trigger moves the tubes hit by light as well the FEC/D 
hannels

earlier.
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FEC/D 
hannel times as early as possible to get the largest dynami
 range on the

N

Hit

trigger �ring time. This dynami
 range is 
onstrained by the 
able length to the

FEC/D as well as how mu
h the global trigger (initiated by the laser trigger) 
an be

delayed without losing the earliest prompt light PMTs. With the laser trigger delays

used for the measurements in this report, the dynami
 range turns out to be � 85

ns on the late end of the time the N

Hit

raw triggers �re the FEC/D 
hannels on the

prompt laser light.

The data is analyzed by sliding a 93 ns window throughout the spe
trum of hit

PMT times to determine the maximum number of in-time 
hannels,

~

N , in ea
h event.

To determine whether or not a parti
ular N

Hit

trigger �red in a given laser triggered

event, one simply looks to see if the 
orresponding FEC/D 
hannel is in the event. In

pra
ti
e, there is an additional 
he
k on the low gain integrated 
harge (QLX) for any

FEC/D 
hannel in the event to ensure that the 
hannel �red on a TTL pulse from the


orresponding raw trigger rather some sort of noise or pi
kup. Therefore, for a given

value of

~

N representing the maximum number of hits in any 93 ns time window, the

trigger eÆ
ien
y is the ratio of the number times the N

Hit

trigger is observed to �re

based on the FEC/D 
hannels to the total number

~

N o

urren
es over all events.

5.6.5 Results

In this se
tion, trigger eÆ
ien
y results using the FEC/D lat
h method are presented.

Details about the analysis used to arrive at these results 
an be found in [61℄.

The results of the trigger eÆ
ien
y analysis using the laserball with FECD/lat
h

method are shown in Figures 5.30 and 5.31 for the laserball at the 
enter of the

dete
tor and at z = -5 m, respe
tively. The results at the 
enter indi
ate � 3:5
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Figure 5.30: Measured trigger eÆ
ien
y using the laserball with the FEC/D as the

trigger lat
h. The laserball position is x = y = z = 0.
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Figure 5.31: Measured trigger eÆ
ien
y using the laserball with the FEC/D as the

trigger lat
h. The laserball position is x = y = 0; z = �5 m.
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N

Hit

turn-on for the N100L threshold and � 3:8 N

Hit

turn-on for the N100MED and

N100HI threshold triggers. The trigger eÆ
ien
y for the laserball at z = -5 m is al-

most identi
al to the results at the 
enter, ex
ept near threshold where the eÆ
ien
y is

rapidly 
hanging and the maximum di�eren
e is between 2% and 25% for the low and

high N

Hit

thresholds, respe
tively. While most prompt hits are 
lose in-time for the

laserball at the 
enter of the dete
tor, at z = -5 m the hits from an isotropi
 sour
e are

more spread out in time due to geometri
 e�e
ts, so this is a good test of the analog in-

tegrity of the N

Hit

primitives summed together in the trigger system. The sharper and

more uniform the analog N100 primitives throughout the N

Hit

sum, the less position

variation there will be in the N

Hit

trigger eÆ
ien
y. Another interesting feature of the

measured eÆ
ien
y 
urves is that deviation between the N

Hit

hardware threshold and

the 50% eÆ
ien
y N

Hit

(

~

N) de
reases approximately linearly with

~

N . This is most

likely due in part to the 
hanging fra
tional 
ontribution of CMOS dropout to the

e�e
tive threshold. Re
all from the dis
ussion of trigger ineÆ
ien
ies in Se
tion 5.6.3

that CMOS dropout leads to a redu
tion in the e�e
tive N

Hit

threshold whi
h shifts

the eÆ
ien
y 
urve toward lower

~

N for the period of time that an o�ending 
hannel

is dropped out.

It was previously mentioned that most early neutrino analyses in SNO will be at

energies well above our hardware threshold of 16 N

Hit

15

. Based on the trigger eÆ-


ien
y results presented in report, one might expe
t the dete
tor to be fully eÆ
ient

at triggering on the higher energy neutrinos, but this is ultimately an a

eptan
e

question whi
h depends only in part on the trigger eÆ
ien
y. Therefore, it is impor-

tant to know under what 
onditions the trigger system is very near 100% eÆ
ient so

15

Trigger eÆ
ien
y measurements were performed for an 18 N

Hit

threshold on the N100MED

trigger, whi
h was the threshold at start of produ
tion neutrino data taking.
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Laserball �(

~

N)

~

N z (m) N100MED = 18.1 N100HI = 23.1

21 0 0:996

+0:003

�0:005

0:125

+0:005

�0:005

22 0 0:9992

+0:0003

�0:001

0:335

+0:007

�0:007

23 0 1:000

+0

�0:0004

0:599

+0:008

�0:008

21 -5 0:997

+0:001

�0:006

0:19

+0:01

�0:01

22 -5 1:000

+0

�0:002

0:42

+0:02

�0:02

23 -5 1:000

+0

�0:003

0:69

+0:02

�0:02

Table 5.3: Trigger eÆ
ien
y results near full eÆ
ien
y for the N100MED threshold

using FEC/D lat
h method.

that 
ontributions to the a

eptan
e from the trigger eÆ
ien
y are negligible.

Table 5.3 
ontains the numeri
al trigger eÆ
ien
y results for the N100MED and

N100HI thresholds around the number of in-time hits where the N100MED eÆ
ien
y

approa
hes unity. If one 
onsiders � > 99:9% as representing negligible ineÆ
ien
y in

the trigger, then it is apparent from Table 5.3 that the system is fully eÆ
ient (within

one standard deviation) at

~

N = 22. To add a margin of safety in the results, one 
an


onsider the main physi
s trigger for the dete
tor - the N100MED - fully eÆ
ient at

~

N = 23 for sour
es within 5 m of the 
enter.

There is an additional safety margin in the validity of the full eÆ
ien
y result

due to 
ontributions from other masked in triggers. Re
all from Se
tion 3.5.3 that a

global trigger is issued on the logi
alOR of all masked in trigger types, so to properly

answer the relevant question - \how often does the trigger system issue a global trigger

on

~

N 
hannels �ring in 
oin
iden
e?" - one needs to 
onsider 
ontributions from all

masked in trigger types. For example, the N100HI threshold is � 60�70% eÆ
ient at

~

N = 23 so one might expe
t that a large fra
tion of the medium threshold \misses"

will still �re the high threshold and trigger the dete
tor. This is a bit naive be
ause
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of the strong 
orrelation between the two thresholds - they dis
riminate the same

analog sum so a miss of one may be 
orrelated to a miss in the other - but the e�e
t

of the other masked in triggers 
an only in
rease the eÆ
ien
y at a given

~

N .

Additional 
he
ks and systemati
s on the trigger eÆ
ien
y 
an be found in Ap-

pendix C, as well as a dis
ussion of how to s
ale the trigger eÆ
ien
y for disabled

trigger 
hannels.

5.7 Summary

In this 
hapter, 
alibrations of the SNO dete
tor that are relevant for this analysis

were dis
ussed. In addition to the low-level 
alibrations (ECA, PCA, HCA, opti
al)

whi
h are a pre-requisite for interpreting the data stream, several higher level 
ali-

brations (energy, re
onstru
tion, trigger eÆ
ien
y) whi
h enter into the systemati


un
ertainties on solar neutrino results were presented. The energy and re
onstru
-

tion studies of 
alibration sour
e data 
ompared to sour
e Monte Carlo results set

the s
ale of systemati
 un
ertainty in the use Monte Carlo to 
hara
terize signal and

ba
kground distributions in re
onstru
ted radius, dire
tion, and energy (N

Hit

). In

the next 
hapter, we begin analysis of the neutrino data by presenting redu
tion of

the 
alibrated but otherwise raw data stream into a data set that is useful for neutrino

signal extra
tion.
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Chapter 6

Data Redu
tion

Everything about the SNO dete
tor - from design, to 
onstru
tion, to its previous and


urrent mode of operation - is ultimately motivated by the primary goal of re
ording

as mu
h data on the neutrino signals of interest (based on the physi
s goals for the

experiment) with highest signal-to-ba
kground ratio as possible. The purpose of data

redu
tion is to a
hieve the se
ond part of this goal - that is, to maximize the signal-

to-ba
kground ratio of the data using known properties of neutrino intera
tions in

the dete
tor and information that the dete
tor provides. The largest 
ut on dete
tor

information by far has already been dis
ussed in great detail in Se
tions 3.5 and 5.6 -

the trigger system. This system instru
ts the front end ele
troni
s to save a

umulated

PMT information only when there is a suÆ
ient number of in-time PMT hits, using

the fa
t that neutrinos intera
t in lo
alized regions of the dete
tor and generate light

over short time s
ales 
ompared to the time resolution of the system (dominated by

PMT transit time jitter). As emphasized in Se
tion 5.6 on trigger eÆ
ien
y, the main

design goal of the trigger ele
troni
s is to make this 
ut on PMT information as sharp

as possible.
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After the trigger system de
ides that an event is interesting enough to store -

neutrino indu
ed or not - the PMT and trigger information for that event be
ome

part of the data stream that is analyzed. It is now up to the analyzers to further redu
e

the data using this stored information and knowledge about how neutrinos intera
t

with the dete
tor. Many of the analysis tools used to perform this redu
tion of data

have already been presented - re
onstru
tion (Chapter 4) and energy (Se
tion 5.4)


uts, higher-level Cerenkov signal 
uts, et
. In this 
hapter, sele
tion of the data set

used for this thesis and the 
uts applied to this data before signal extra
tion and

residual ba
kground estimation (see Chapter 8) are presented in a systemati
 way.

6.1 Run Sele
tion

For the purpose of neutrino data 
olle
tion in SNO, a run is designed to represent

a 
onstant dete
tor 
on�guration with standard triggering 
on�guration for neutrino

dete
tion (re
all Table 3.1). In pra
ti
e, a maximum run duration is also imposed (24

hours) whi
h is merely for bookkeeping purposes as a new run with the same dete
tor


on�guration is automati
ally initiated. After the runs are 
olle
ted and ar
hived,

the set of runs used by the 
ollaboration for solar neutrino analyses is generated by

the Run Sele
tion Committee. Run sele
tion is based on information from a DAQ

generated run header in the data �le as well as investigation of shift reports to look

for problems with the dete
tor hardware, software, or other 
onditions that would


ompromise data integrity. One always has to be 
areful about subje
tive sele
tion

of data, as anomalous data 
olle
tion 
ould represent real physi
s (e.g. a supernovae)

rather than problems with the dete
tor. Therefore, the majority of run sele
tion is

based on pre-determined, obje
tive 
riteria (e.g. ele
troni
s 
rates o�-line, a
tivity on
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de
k) applied to the data rather than reports from operators. However, operators are

trained to spot purely hardware and software related problems, so this information

is 
onsidered. See [2℄ for a more detailed dis
ussion of run sele
tion 
riteria.

The data upon whi
h this thesis is based 
onsists of 410 sele
ted runs taken

from November 2, 1999 (run 10000) to January, 4, 2001 (run 14685) . These runs


omprise 245.6 days of neutrino livetime, however, a fra
tion of this data is kept

blind (i.e. unexamined) within the 
ollaboration

1

at the time of writing this thesis.

In parti
ular, only 10% of the data after July 1, 2001 (end of run 12168) is allowed

to be analyzed. Therefore, the a
tual livetime for this analysis is 169.3 days.

6.2 Removal of Instrumental Ba
kgrounds

In addition to Cerenkov light, there are many things going on both inside and out-

side of the dete
tor that satisfy the trigger 
riteria and will 
onsequently generate

data. The vast majority of these events originate from the instrumentation itself (e.g.

PMTs) and are therefore referred to as \instrumental ba
kgrounds". As we will see,

these range from the trivially identi�ed to the down-right frightening.

An enormous amount of 
ollaboration analysis e�ort - arguably more than any

other analysis topi
 - has gone into the study of instrumental ba
kgrounds [62{64℄.

This e�ort in
ludes identifying these ba
kgrounds, studying properties su
h as event

topology and time dependen
e, developing a suite of 
uts whi
h remove the vast

majority of all known instrumental ba
kgrounds, and determining the unavoidable

sa
ri�
e of neutrino data involved in 
utting these ba
kgrounds from the data set.

The s
ale of this analysis e�ort is not without good reason - the rate of instrumen-

1

This is intended to limit statisti
al bias in analysis of the neutrino data.
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tal ba
kgrounds dominates the expe
ted number neutrino events by more than two

orders of magnitude under steady-state 
onditions. When bursts of instrumental

ba
kgrounds o

ur (whi
h are not at all un
ommon), this dominan
e over neutrino

events is far larger.

This se
tion begins with a brief stroll through the SNO instrumental ba
kground

zoo and ends with a des
ription of the 
uts used to remove these ba
kgrounds from

the data stream. A zoo is maybe not all that bad an analogy, not only be
ause these

ba
kgrounds 
onsist of many strange animals from all 
orners of the world (dete
tor),

but also be
ause we believe we have enough handles on these ba
kgrounds to view

them as lo
ked up in 
ages for harmless viewing.

6.2.1 Zoology of the SNO Instrumental Ba
kgrounds

This se
tion on the zoology of SNO instrumental ba
kgrounds is not meant to be a


omprehensive dis
ussion by any means. Rather, it is in
luded to give the reader a

sense of the types of instrumental e�e
ts that 
an 
ompli
ate analysis of the data

from a 
omplex solar neutrino experiment su
h as SNO.

PMT Flashers

The spontaneous emission of light by PMTs under high voltage was one of the

�rst phenomena observed

2

in operating the dete
tor. While the exa
t me
hanism

is not 
ompletely understood, it is likely that light is emitted as a result of a partial

high voltage dis
harge deep inside the tubes, probably within the dynode stru
ture.

2

One of the �rst people to observe 
ashers in SNO was Peter Witti
h who noti
ed intermittent,

anomalous PMT pulses on the ESUM trigger signal. Consequently, these are referred to as \Witti
h

Pulses" in the literature. Initially ignored by others, these pulses were later understood to represent

the voltage in
arnation of SNO's largest solar neutrino ba
kground.
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The total rate of 
asher events is on the order of 1 event per minute or about 1


asher/week/PMT (see Figure 6.1). At N

Hit

thresholds above the ba
kground wall of

Cerenkov light (� 45� 50 N

Hit

) from U/Th radioa
tivity, PMT 
ashers represent by

far the largest solar neutrino ba
kground. As a result, 
ashers have been studied by

many people and mu
h has been learned about them. A few of their 
hara
teristi
s

are listed below:

� Flasher events are not the result of a few tubes generating light. Rather, it

appears that all PMTs 
ash at some level implying that the e�e
t is a generi


feature inherent to SNO PMTs under HV. Some PMTs 
ash more than others

within a given time period; however, the same worst o�enders to not appear in

every time interval.

� There is eviden
e for a 
harging and subsequent dis
harging e�e
t in the time

stru
ture of the events o

urring over long periods of time. Spe
i�
ally, many

PMTs are observed to 
ash with an a

elerating time stru
ture and then stop

for periods of time that are long 
ompared to the normal time between 
ashes.

� The light from 
ashers 
ompletely 
overs the energy (N

Hit

) range relevant for

solar neutrinos. The 
asher N

Hit

spe
trum extends from tens of hit PMTs up

to 300 - 400 N

Hit

.

� Several 
asher 
hara
teristi
s are found to be HV-dependent. For example,

using the fa
t that PMTs in SNO are operated over a range of HV in an attempt

to mat
h PMT gains (�1600 - 2300 V) one observes that both the average


asher rate and N

Hit

in
rease with higher HV setting. There also seems to be

some 
onditioning e�e
ts at work after 
hanges in HV setting (see Figure 6.1
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Flasher rate - run 5463 to 10779
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Figure 6.1: Flasher rate over 160 hrs of neutrino livetime around the beginning of

produ
tion running (run 10000). The plot in this �gure is a histogram of number of


ashers events per 1 hr bin.
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for rate dependen
e and 
onditioning).

� Bursts of 
asher events are evident in the data. Many of these o

ur dire
tly

following seismi
 events in the mine (e.g. blasting, ro
k bursts). A hydro-

phone has been installed in the light water (outside the PSUP) whi
h generates

tagged triggers on any signi�
ant a
ousti
 signal in the water. Flasher bursts

are observed to 
orrelate with these so-
alled \HIB" triggers and also geophone

data from INCO.

� The voltage signals from 
ashers are very large (several tens of volts) 
om-

pared to typi
al single photoele
tron signals (�30 mV). This results in a large

integrated 
harge on the 
asher 
hannel

3

and a 
luster of pi
kup hits in the sur-

rounding ele
troni
s 
hannels and 
hannels 
onne
ted to nearby PMT 
ables.

� A long (several mi
rose
onds) after-pulse follows most 
asher events. The hy-

pothesis is that 
asher light generated inside the tube generates a very large

number of photoele
trons when it passes through the photo
athode on its way

out into the dete
tor and these ele
trons ionize residual gas inside the PMT

en
losure.

� The pattern of light imaged on the opposite side of the dete
tor is elongated

with respe
t to one axis (i.e. ellipti
al). If one integrates the pattern of hits

from a single 
ashing PMT, one 
an 
learly see this elongated pattern along

with other regions of PMT hits that are di�erent for di�erent PMTs. These

isolated po
kets of hits and elongated patterns are suggestive of some shadowing

e�e
ts inside the PMTs from where the light is generated.

3

A
tually, the Q integrals (QHS, QHS, QLX) wind up being below pedestal due to some saturation

e�e
t on the front-end ele
troni
s.
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� Within a given 
asher event, the time spread of PMTs hit by light from the


ashing PMT is larger than that of Cerenkov light. This important observation

is the basis for a data 
leaning 
ut developed by the author and is dis
ussed in

Se
tion 6.2.7.

Although the rate of PMT 
ashers relative to the expe
ted solar neutrino rate

is alarming, it should be 
lear from the previous (partial) list of 
hara
teristi
s that

the vast majority of these events are quite distin
t from neutrino indu
ed events.

A parti
ularly nasty type of 
asher (a \blind" 
asher) does not \see" its own light.

For example, a tube 
ould be very low gain or have a broken signal path su
h that

no appre
iable signal is observed on the 
ashing PMT. In the very low gain PMT


ase, the distin
tive pi
kup 
luster surrounding the 
ashing PMT 
hannel may be


ompletely absent. The main weapon against blind 
ashers is the 
areful identi�
ation

of low gain PMTs and broken signal-path 
hannels during periods of maintenan
e

and laserball 
alibration. Data 
olle
ted between these periods may still 
ontain

blind 
asher events, however, so other means of removing these events are required.

The large time spread of hits from 
asher light, brie
y des
ribed in Se
tion 6.2.7,

is one valuable handle. Re
onstru
tion and high-level Cerenkov signal-box 
uts also


ut blind 
ashers be
ause of the time spread and elongated pattern of hits, and also

be
ause they originate far from the �du
ial volume imposed in the analysis.

High Voltage Breakdown

High voltage breakdown triggers the dete
tor be
ause of the large signals involved -

up to the full 2 kV HV dis
harge. High voltage breakdown in the wet end 
onne
tor of

the signal/HV 
able has already been dis
ussed in Se
tion 3.2.2. HV breakdown 
an
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also o

ur above the de
k in the 
ables or the HV ele
troni
s (paddle 
ard, PMTIC).

These events are very distin
t from neutrino events and 
an easily be removed with


harge, ele
troni
s 
luster, and burst-based 
uts. HV breakdown events are usually

a mere annoyan
e to stable data taking (ex
ept when their rate is high!), but 
an

sometimes stop a run by tripping the 
urrent limit on a given 
rate supply.

Flat-TAC events

It is observed that bursts of DC-like light in the dete
tor 
an o

ur whi
h appear as

events with 
at or nearly 
at TAC spe
tra. These events are often asso
iated with

the loss of a PMT's ability to fun
tion. Many of the OWL tubes �re in these events

and have large 
harge. The interpretation is that these events are 
aused by sparking

in the PMT base from a 
ompromised water seal that ultimately leads to the demise

of that PMT.

Ne
k Light

Light originating from the a
ryli
 vessel ne
k region is observed in the data. The

hypothesis is that this light originates from some stati
 dis
harge of the a
ryli
 ne
k

or piping that exists in this region, as the rate of ne
k events drasti
ally in
reases when

large water 
ir
ulation 
hanges are made. Other sour
es of stati
 
harge are likely


ontributing to light from the ne
k region. To help identify these events, additional

PMTs were pla
ed in the ne
k region and instrumented to the ele
troni
s. These

events also have a broad time distribution and are 
onsequently tagged by time spread


uts.
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Manipulator and Umbili
al light

Large amounts of light are found to a

ompany sour
e deployment. The light gen-

eration is parti
ularly high when sour
es are being moved around the dete
tor by

the manipulator system. This so-
alled \manipulight" - presumably due to 
harge-

dis
harge on manipulator-related hardware - is not an issue during neutrino data

taking as no sour
es are deployed during this time, but its existen
e does in
rease the

time required to perform 
alibrations. It is also found that light is generated by the

sour
e umbili
al during deployment.

Ele
troni
s pi
kup

Events 
an be generated by pi
kup in the ele
troni
s. This in
ludes both external

noise sour
es and internal sour
es su
h as digital noise from readout and other bus

a

esses. Hits from ele
troni
 noise 
an 
oin
ide with Cerenkov light hits to in
rease

the probability that these light hits satisfy the trigger 
riteria and generate an event.

Sin
e there is higher probability for 
ertain 
hannels to �re from pi
kup, these events

usually have distin
t 
rate-spa
e topologies. In parti
ular, the outer 
hannels (0

and 31) and FECs (0 and 15) have in general worse problems with pi
kup than other


hannels so that ele
troni
s pi
kup events often appear ring-like in a 
rate-spa
e view.

Isolated ele
troni
s pi
kup events 
an be identi�ed by 
harge and 
luster based 
uts

as well as 
uts on the isotropy of hits within a 
rate. Coin
iden
e of ele
troni
s pi
kup

with hits from Cerenkov light is more diÆ
ult to identify.
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6.2.2 Approa
h to Instrumental Ba
kground Removal

In Se
tion 6.2.1, several types of instrumental ba
kgrounds found in the data were

presented. The approa
h taken to removing instrumental ba
kgrounds is to 
arefully

study the way the dete
tor responds to Cerenkov light and develop 
uts that remove

events whi
h are very unlikely to be a result of Cerenkov light in the dete
tor rather

than produ
e algorithms that are designed to 
ut spe
i�
 types of instrumental ba
k-

grounds. The identi�ed instrumental ba
kgrounds samples are used as a guide for

determining whi
h quantities are likely to remove the vast majority of these types

of events. They also serve as an approximate way of determining the eÆ
ien
y with

whi
h the developed 
uts remove these parti
ular ba
kground types.

As the data 
leaning 
uts represent the very front end of the analysis, an attempt

was made to make the 
uts robust to dete
tor 
hanges and to keep them as simple

as possible. For these reasons, re
onstru
tion algorithms (whi
h were in 
ux at the

time of data 
leaning 
ut development) are not a part of data 
leaning. Higher

level 
uts based on re
onstru
tion are a part of the data redu
tion pro
ess but are

applied after the majority of instrumental ba
kgrounds have been removed. These

post-re
onstru
tion 
uts are des
ribed in Se
tion 6.4.

6.2.3 Junk Cut

By the name of this 
ut, one might think that this 
ut is all one needs to remove un-

wanted events. In a
tuality, this 
ut removes the following event types with hardware

and DAQ pathologies:

� Orphan events. See Se
tion 5.6.3 for the des
ription of an orphan event.
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� Events with multiple 
hannel entries (very infrequent).

6.2.4 Burst Cuts

Many of the instrumental types have a burst-like time stru
ture. For example, we saw

from Se
tion 6.2.1 that bursts of 
ashers often a

ompany seismi
 events in the mine.

Bursts of several solar neutrinos on the time s
ale of se
onds is extremely unlikely.

The following burst-type 
uts on the time stru
ture of events were used:

� Retrigger: Cuts events whi
h follow another event by less than 5 �se
.

� Burst: Cuts all events in any set of three events or more whi
h o

ur in a total

time of 1 mse
 or less.

� N

hit

Burst: Cuts all events in any set six or more N

hit

> 40 events whi
h o

ur

in a total time of 4 se
 or less.

6.2.5 Charge Cuts

The fa
t that most PMT hits from neutrino events are single photoele
tron, 
oupled

with knowledge of the PMT + 
hannel 
harge response provides 
onstraints on the

total amount of integrated 
harge one expe
ts for neutrino events. The 
harge infor-

mation 
an also be 
ombined with time and N

Hit

information to make 
harged-based


uts more powerful and robust. The following 
harge-based 
uts were used:

� QCluster: Cuts events whi
h have four or more 
hannels hit in a �ve 
hannel-

wide sliding window, and at least one 
hannel has a QH (QL) 
harge 2000 (300)


ounts above pedestal.
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� QvT: Cuts events whi
h have a maximum QH (QL) 
harge of more than 1000

(180) 
ounts away from the average 
harge and were hit at a time more than

60 ns earlier than the median time.

� Q/N

hit

: Cuts events whi
h have an average 
harge less than 0.25 photoele
trons

after the highest 10% of the 
harges are removed.

� Analog Measurement Board (AMB): Cuts events whi
h have the normal-

ized Analog Measurement Board's integral or peakmeasurement of the ESUMHI

signal more than 3.7� away from the average for events with the same N

hit

.

� ESUM Trigger: Cuts events in whi
h only the ESUMHI trigger was re
orded

to have �red.

� OWLEHI Trigger: Cuts events in whi
h the OWLEHI trigger was re
orded

to have �red.

6.2.6 Hit Geometry Cuts

It is very unlikely for neutrino events to produ
e 
ertain hit PMT and 
hannel pat-

terns that instrumental ba
kgrounds exhibit in the dete
tor. With this in mind, the

following 
uts on hit PMT and 
hannel patterns were used:

� Flasher Geometry (FGC): Cuts events whi
h have a 
hannel or PMT posi-

tion 
luster that is a

ompanied by PMT hits whose average distan
e from the


luster is more than 1200 
m.

� Crate Isotropy: Cuts events with more than 70% of the hits in one 
rate, and

more than 80% of those hits are two or fewer FECs.
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� Ne
k: Cuts events whi
h have either two of the ne
k PMTs hit or one ne
k

PMT hit at an early time relative to the other hits in the event.

� OWL: Cuts events whi
h have �ve or more outward-looking (OWL) PMTs hit.

6.2.7 Time Spread Cuts

It was noted in Se
tion 6.2.1 that some instrumental ba
kground events (e.g. 
ash-

ers, 
at-TAC) have broad TAC spe
tra. The TAC spe
tra for neutrino events are


omparatively narrow due to the sharp nature of Cerenkov light generation relative

to the transit time jitter of SNO PMTs. Sin
e the data 
leaning 
uts as designed do

not to rely upon �t information, one needs to worry a bit about how geometri
 e�e
ts

from event lo
ation broaden the Cerenkov light TAC spe
tra. However, limits on the

width of the time distribution 
an be dedu
ed and used as a 
ut on 
ertain types of

instrumental ba
kground events.

Two event time spread 
uts used by the 
ollaboration for data 
leaning were

developed by the author. These 
uts are brie
y des
ribed below:

Fitterless Time Spread (FTS) Cut

In se
tion 6.2.1, a parti
ularly worrisome type of 
asher event was des
ribed where the

PMT initiating an event through spontaneous emission of light and the 
hara
teristi


surrounding 
hannels of 
ross-talk are not in
luded in the event. One handle on these

so-
alled \blind" 
asher events is that the hits on opposite side of the dete
tor from

the 
ashing PMT have broad TAC spe
tra 
ompared to hits from Cerenkov light.

The FTS 
ut was designed to exploit this property of 
asher events. The idea is

to use the median absolute time di�eren
e (Æt �j t

i

� t

j

j) of all \
lose" hit PMT
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Figure 6.2: Distribution of Æt for hit PMT pairs with j ~r

i

�~r

j

j< 2 m in

16

N 
alibration

data at the 
enter and 
asher events where 
luster tubes are ignored.

pairs in an event as a 
ut statisti
. We expe
t Æt for hit PMTs in the same region of

the dete
tor to be small for Cerenkov sour
es lo
ated inside the D

2

Ovolume and one

meter or so beyond.

Figure 6.2 shows the Æt distributions for PMT hits from

16

N and 
asher events.

The median Æt distribution for these events is shown in Figure 6.3, where it 
an be

seen that reasonably good separation between

16

N and 
asher events is obtained.

Events are tagged for removal by the Fitterless Time Spread (FTS) 
ut if the

median Æt of PMT pairs within 3 m of ea
h other is greater than 6.8 ns. Pairs

with very large absolute time di�eren
es (> 25 ns) are ignored and at least 15 pairs

satisfying the distan
e and time di�eren
e are required before the event 
an be tagged.

More details regarding the FTS 
ut 
an be found in [65, 66℄.
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Figure 6.3: Distribution of median Æt 
al
ulated from hit PMT pairs with j ~r

i

�~r

j

j< 2

m in

16

N 
alibration data at the 
enter and 
asher events where 
luster tubes are

ignored. Only events having at least �ve pairs to 
al
ulate the median are in
luded

in the plots.

In-time Channel (ITC) Cut

It was mentioned in Se
tion 6.2.1 that events with 
at or nearly 
at TAC spe
tra

often a

ompany a PMT's demise. To 
ombat these and other types of events with

very broad TAC spe
tra the In-time Channel (ITC) 
ut was developed. This 
ut is

designed to be mu
h simpler and more robust than the FTS 
ut, whi
h relies on both

PMT time and angular information to tag events. The 
ut statisti
 is the maximum

number of hits within a sliding 93 ns window applied to the time spe
trum - the

number of \in-time" hits - in a given event.

As an example, a 
at-TAC burst o

urred in run 10700, after whi
h a PMT whi
h

had been working was found to no longer fun
tion properly. The distribution of

in-time hits both before and during the 
at-TAC burst of run 10700 are shown in

Figure 6.4 along with the distribution for

16

N data. Noti
e that the

16

N distribution
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In-time Channel (ITC) Cut; 93 ns window
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Figure 6.4: Distribution of ITC ratio for

16

N 
alibration data (top) and events in run

10700 before (bottom left) and during (bottom right) the 
at-TAC burst.
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resembles that of the events pre
eding the burst and has the majority of hits in-time.

This is 
ontrasted with the events 
omprising the 
at-TAC burst whi
h have a mu
h

smaller number of in-time 
hannels.

Events are tagged by the ITC 
ut if they have fewer than 60% of their PMT hits

in-time. More details regarding the ITC 
ut 
an be found in [67℄.

6.3 Vertex and Dire
tion Goodness-of-Fit Cuts

The goodness-of-�t (GOF) 
riteria 
al
ulated for ea
h event �t by the Path Fitter

was dis
ussed in detail in Se
tion 4.3.5. This purpose of this se
tion is not to des
ribe

these algorithms again, but rather to present how Path Fitter re
onstru
ted data is


ut by these GOFs.

Re
all from the dis
ussions in Se
tion 4.3 that the Path Fitter re
onstru
ts events

under the hypothesis that they are initiated by Cerenkov light from a single ele
tron.

If the global likelihoodmaximum is found, the �tter will return the most likely ele
tron

position, dire
tion and time for this hypothesis. An event whi
h is in
onsistent with

this hypothesis should not be in
luded in the data set be
ause the vertex, dire
tion,

and time 
an not be trusted even if they are the most likely parameters for an ele
tron.

Appli
ation of GOF 
riteria is not only important to remove bad �ts of good Cerenkov

events (e.g. from poor maximization of likelihood), but is also 
riti
al for reje
tion of

residual instrumental ba
kgrounds. For example, when 
ashers are �t under the single

ele
tron hypothesis using both PMT time and angular information, the majority of

the �ts are inside the D

2

Oeven though the light originates on the PSUP. Appli
ation

of Path Fitter GOF 
riteria greatly redu
es the number of su

essful �ts inside the

D

2

O for this ba
kground.
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6.3.1 Azimuthal Angular Symmetry Cut

Re
all that this test returns the KS probability for the azimuthal angular distribu-

tion of PMT hits at the �t position/dire
tion to have been drawn from a uniform

distribution. Due to their elongated hit PMT patterns, re
onstru
ted 
asher events

often have a very poor azimuthal symmetry probability be
ause the Path Fitter will

typi
ally adjust the dire
tion �t so that all the hit PMTs are in one part of Cerenkov


one. The 
ut value used to reje
t bad �ts based on their azimuthal symmetry KS

probability is 10

�4

; �ts with a KS probability lower than this are reje
ted.

6.3.2 2-D Angular (
os�;  ) Distribution Cut

This test returns the 2-D KS probability, P

ang2d

, for the polar and azimuthal distri-

bution of PMT hits at the �t position/dire
tion to have been drawn from the 
os�;  

distribution used to �t the event (see Se
tion 4.3.5). In a sense, the azimuthal sym-

metry test is a subset of this test (i.e. one dimension of probability), although more

simple be
ause it ignores solid angle e�e
ts of the PMTs. This latter point is the

reason why the azimuthal symmetry probability exhibits a slight radial bias toward


utting more good events at larger radius.

The 2-D angular KS test does not exhibit any signi�
ant radial bias but does

sa
ri�
e more good events as the event energy (N

Hit

) in
reases. Consequently, the


ut value is relaxed at higher N

Hit

to 
atten the sa
ri�
e dependen
e on N

Hit

but still

remain fairly aggressive on the 
ut. The following 
ut fun
tion is used to reje
t Path

Fitter re
onstru
ted events:

P

ang2d

<

4� 10

6

N

6

hit

(6.1)

The suspe
ted reason for this bias (
utting more events at high N

Hit

) is the fa
t

195



that a 5 MeV ele
tron angular distribution is used to test the �t, but higher energy

events have a sharper angular distribution in 
os�. Simply repla
ing the 5 MeV

ele
tron angular distribution with an energy dependent angular distribution or at

least averaging over the neutrino spe
trum would likely improve this GOF 
riteria.

6.4 Post-re
onstru
tion Cerenkov Signal Cuts

The Path Fitter GOF 
uts mentioned in Se
tion 6.3 test the 
onsisten
y of the �t

vertex and dire
tion with the hypothesis used to �t the event. For all pra
ti
al

purposes, these 
uts 
an be regarded as a part of the Path Fitter, just as a 
ut on �

2

is used to determine whether the Time Fitter passes or fails an event. In this se
tion,

two additional post-re
onstru
tion 
uts used in this analysis are presented. These 
uts

apply generi
 
riteria for well re
onstru
ted Cerenkov light events that 
an be used

for any �tter, although these 
uts may be more powerful for some �tters than others

be
ause of the manner in whi
h they �t events. These two 
uts - the Correlation

Chisquare (�

2


orr

) and In-time Ratio (ITR) - 
ombine to test the 
onsisten
y of an

event with the known angular 
orrelation between hit PMT pairs and narrow distan
e-


orre
ted timing distribution of Cerenkov light. Aside from the energy of the event,

these two 
hara
teristi
s of Cerenkov light 
an, in a loose sense, be thought of as a

de�nition of Cerenkov light events in the dete
tor be
ause any other type of event

with these 
hara
teristi
s 
annot be distinguished from a Cerenkov light event with

the SNO dete
tor.
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6.4.1 Angular Correlation Cut: The Correlation �

2

The 
orrelation �

2


ut was developed at Penn by Bill Heintzelman. The 
orrelation

�

2

, �

2


orr

, is a measure of the di�eren
e between the distribution of hit PMT pair an-

gles observed in an event (the angular 
orrelation distribution) and the distribution

expe
ted from Cerenkov light. The �tted vertex is used as the origin for PMT pair

angle 
al
ulations. Therefore, the �

2


orr

statisti
 is a measure of the 
onsisten
y of

observed hit PMT angular 
orrelations with Cerenkov light from the �tted vertex.

Monte Carlo generated angular 
orrelation distributions were 
al
ulated in several

di�erent N

Hit

bins. The appropriate one is used as the standard fun
tion for 
om-

parison to the event distribution at a given N

Hit

. The 
al
ulation of �

2


orr

in
ludes

PMT solid angle dire
tly and also takes into a

ount the fa
t that the bins of the

angular 
orrelation fun
tion are not statisti
ally independent. See [68℄ for a 
omplete

des
ription of �

2


orr

and its appli
ation to removing instrumental ba
kgrounds.

For this analysis, re
onstru
ted events are 
ut from the data set if �

2


orr

> 100.

From the studies shown in [68℄, this appears to be an appropriate 
ut value for

maximal a

eptan
e of Cerenkov events with reasonable power to 
ut instrumental

ba
kgrounds like 
ashers.

6.4.2 In-time Ratio (ITR) Cut

The In-time Ratio (ITR) 
ut [48℄ is a post-re
onstru
tion time test developed by

Vadim Rusu at Penn. The ITR variable, R

it

is a simple yet powerful statisti
 for

reje
ting instrumental ba
kgrounds and poorly re
onstru
ted Cerenkov events. R

it

is de�ned as the ratio of the number PMT hits, N

it

, within an asymmetri
 window

around the prompt time to the number of PMT hits passing the full timing 
alibration.
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Spe
i�
ally, N

it

is the number of PMT hits satisfying the following 
ondition:

�2:5ns < t

p

� (t




+

d

p




) < 5:0ns

where t

p

is the re
orded PMT time, t

e

is the �t time, d

p

is the distan
e between the

�t vertex and the PMT, and 
 is the mean speed of light in water. The motivation

for an asymmetri
 window is the fa
t that s
attering produ
es a late tail on the time

distribution. For this analysis, re
onstru
ted events are 
ut from data set if R

it

< 0:5.

6.5 Muon Follower Cut

Although muon events themselves do not represent a worrisome ba
kground to so-

lar neutrinos due to their very high energy, their produ
ts do provide ba
kgrounds.

Muons whi
h traverse the heavy water region 
an produ
e neutrons whi
h are indis-

tinguishable from NC events (free neutron in both 
ases). Muons 
an also produ
e

spallation produ
ts whi
h are high energy (<13 MeV) beta emitters with long (10

mse
 to several se
onds) lifetimes. The low rate (� 70 per day) of muons rea
hing

the depth of the dete
tor a�ords SNO the luxury of simply 
utting out any events

following an identi�ed muon event with minimal sa
ri�
e of neutrino livetime. There-

fore, events that are within 20 se
onds after an identi�ed muon event are 
ut from

the data set.

6.6 Signal A

eptan
e of Combined Cuts

The data 
leaning and post-re
onstru
tion 
uts used to redu
e the data into a set

usable for signal extra
tion have been presented. In addition to having some idea
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of their eÆ
ien
y for 
utting instrumental ba
kgrounds, it is important to know the

signal a

eptan
e (�

s

) for these 
uts. The signal sa
ri�
e is de�ned as 1� �

s

.

The total sa
ri�
e from data 
leaning 
uts is measured [59,64℄ to be 0:4�0:2% for

45<N

Hit

<150 and R

fit

< 600 m. This was determined through study of the number

of triggered

16

N and

8

Li events that are tagged by the data 
leaning 
uts.

In a similar way, the total sa
ri�
e from Path Fitter failures and post-re
onstru
tion


uts is derived from analysis of

16

N and

8

Li 
alibration data. Figure 6.5 shows the

sa
ri�
e versus sour
e radius obtained from x and z-axis s
ans of the

16

N sour
e and

z-axis s
an of the

8

Li sour
e. The volume-weighted sa
ri�
e from �tter failures and

post-re
onstru
tion 
uts is found to be 1:0 � 0:2%. The �tter-related 
ut sa
ri�
e

stability over time is probed by 
omparing the sa
ri�
e from

16

N data taken nearly

a year apart. This is shown in Figure 6.6, where there is good agreement in sa
ri�
e

between the two runs. Other 
he
ks on the time stability of data 
leaning 
uts 
an

be found in [69{71℄, where it is determined that sa
ri�
e time dependen
e represents

a small overall 
ontribution (< 0:3%) to our systemati
 un
ertainty.

From these studies, the 
ombined total signal (CC and ES) sa
ri�
e from data


leaning, �tter, and post-re
onstru
tion 
uts is estimated to be 1:4� 0:3%.

6.7 Fidu
ial Volume and N

hit


uts

The data 
leaning and �tter-related 
uts are designed to remove events from non-

Cerenkov light sour
es (e.g. instrumental ba
kgrounds) and also poorly re
onstru
ted

events initiated by Cerenkov light. It is anti
ipated that appli
ation of these 
uts to

the neutrino data set will leave us with a redu
ed data set largely free of non-Cerenkov

ba
kgrounds. However, there are other ba
kgrounds whi
h need to be removed from
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Figure 6.5: Sa
ri�
e versus sour
e radius obtained from x and z-axis s
ans of the

16

N

sour
e and z-axis s
an of the

8

Li sour
e.
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Figure 6.6: Fitter-related 
ut sa
ri�
e stability over time, probed by 
omparing the

sa
ri�
e from

16

N 
alibration data taken nearly a year apart.
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the redu
ed data set before neutrino signals 
an be extra
ted.

Non-neutrino indu
ed ba
kgrounds dominate the redu
ed data set unless 
uts on

energy (N

Hit

) and re
onstru
ted position (�du
ial volume) are performed. Radioa
-

tive ba
kgrounds from U/Th 
hain � � 
 de
ays represent a low energy ba
kground

wall of Cerenkov light events. These ba
kgrounds 
an be e�e
tively removed from

the data set with a 
ut on N

Hit

. The �du
ial volume 
ut takes advantage of the fa
t

that the dete
tor was designed so that radioa
tive ba
kgrounds at high energy (whi
h


annot be removed with an energy 
ut) originate in the exterior regions of the dete
-

tor. The ba
kground one worries about in this regard is from external high energy


-rays, where \high energy" refers to 
 energies greater than 2.6 MeV, whi
h is the

highest energy 
 one expe
ts from U or Th 
hain radioa
tivity. The 
-rays originate

primarily from thermal neutron 
aptures on high density materials su
h as PSUP

steel and 
avity ro
k, where the free neutrons are produ
ed in (�, n) from U and Th

de
ay 
hain � emissions. The R

3

fit

distribution of events for several N

Hit

thresholds is

shown in Figure 6.7.

In this analysis, we apply �du
ial volume (R

fit

< 550 
m) and energy (N

Hit

>65)


uts to the data. With this high N

Hit


ut, we expe
t the data set to be essentially

free of low energy radioa
tive ba
kgrounds. For events inside 550 
m, external 
-

ray ba
kgrounds are expe
ted to represent a small 
ontribution to the data set. A

limit on high energy 
-ray ba
kgrounds inside the �du
ial volume is presented in

Se
tion 7.2. The spe
i�
 �du
ial volume 
ut radius was 
hosen not only from ba
k-

ground 
onsiderations but also be
ause it was deemed the largest usable radius from

the standpoint of energy un
ertainty. Be
ause of the limited position sampling avail-

able for the

16

N 
alibration sour
e, energy interpolation 
orre
tions are not reliable

for events re
onstru
ting further than 550 
m from the 
enter of the dete
tor.
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Figure 6.7: R

3

fit

distribution of events after data 
leaning for 45, 55, and 65

N

Hit

thresholds.
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Cuts Applied Events Remaining

Raw Data above 30 N

Hit

4065334

Data Cleaning 1443876

Path Fitter Pass 905340

Path Fitter FOMs 866105

Fidu
ial Volume (R<550 
m) 25078

ITR + �

2


orr

18071

Muon Following Short 17339

Energy (N

Hit

>65)

�

747

Table 6.1: Progression of data redu
tion 
uts.

�

In pra
ti
e, the dis
reteness of N

Hit

is

removed by uniformly jittering both data and Monte Carlo N

Hit

within ea
h bin for

purposes of signal extra
tion. Therefore, the energy 
ut is not te
hni
ally a 
ut on

N

Hit

, but rather a 
ut on the uniformly jittered N

Hit

.

6.8 Appli
ation of Cuts to Sele
ted Data Set

The 
uts des
ribed in the 
hapter were applied to the neutrino data set 
onsisting

of 169.3 days of livetime. Table 6.1 shows the number of events in the raw data set

surviving the data redu
tion 
uts. The e�e
t of redu
tion 
uts on the neutrino data

N

Hit

distribution is shown in Figure 6.8.

6.9 Summary

In this 
hapter, the 
uts used to redu
e the raw neutrino data set were presented.

These 
uts were designed to remove instrumental and radioa
tive ba
kgrounds, as well

as poorly re
onstru
ted events. Appli
ation of these 
uts to the neutrino data was

shown to redu
e the data set by nearly four orders of magnitude. In the next 
hapter,

the level of residual ba
kground events from low energy radioa
tivity, external high-

energy 
-ray ba
kgrounds, and instrumental ba
kgrounds are estimated.
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Figure 6.8: E�e
t of redu
tion 
uts on the neutrino data N

Hit

distribution above 30

N

Hit

. The labels refer to the N

Hit

distribution after the indi
ated 
ut(s), ex
ept for

\raw data" whi
h represents all data between 30 and 200 N

Hit

. The spike of PMT

hits near 80 N

Hit

in the raw data represents an \orphanage" of PMT data bundles

whi
h the event builder 
ould not asso
iate with any trigger.
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Chapter 7

Ba
kground Estimation

In this 
hapter, the treatment of remaining solar neutrino ba
kgrounds is dis
ussed.

If residual ba
kgrounds exist in the redu
ed data set input to the signal extra
tion

algorithms, then ea
h ba
kground event will end up being 
lassi�ed as one of the

signals depending on where it falls in the N

Hit

, R

3

, and 
os �

�

distributions. The

ba
kgrounds of primary 
on
ern to the high threshold, restri
ted �du
ial volume

analysis presented in this thesis are ba
kgrounds from U/Th radioa
tivity, high energy


-rays, and instrumental ba
kgrounds. The methods used to limit these ba
kgrounds

in the analysis are presented in the following se
tions along with the results of these

analyses.

7.1 Low Energy Ba
kgrounds

Ba
kgrounds from U and Th 
hain � � 
 de
ays ultimately limit the energy thresh-

old for solar neutrino analyses. These ba
kgrounds produ
e an exponentially falling

\wall" of Cerenkov light events in an N

Hit

distribution whi
h dominate solar neutrino
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events below � 4:5 MeV in ele
tron energy. For analyses involving neutral 
ur-

rent solar neutrino signals, knowledge of these ba
kgrounds is 
riti
ally important.

This is be
ause any 
-ray with energy above 2.2 MeV 
an produ
e a free neutron

though deuteron photodisintegration. A neutron 
apture event resulting from this

ba
kground pro
ess is indistinguishable from the neutral 
urrent rea
tion.

For the analyses presented in this thesis, exa
t knowledge of low energy ba
k-

ground levels is not ne
essary. These ba
kgrounds 
an be e�e
tively removed by

imposing a high energy or N

Hit

threshold. In parti
ular, the 65 N

Hit

threshold (� 7

MeV) used in this analysis is � 2 MeV (on average) above where the exponential

part of the low energy ba
kground wall is extrapolated to zero (See Figure 7.1).

Therefore, it is anti
ipated that low energy ba
kgrounds will represent a negligible

sour
e of neutrino ba
kground in this analysis.

In a
tuality, low energy ba
kgrounds do not simply fall exponentially to zero

be
ause of the �nite energy resolution of the dete
tor and also 
oin
iden
e of de
ay

events. Therefore, one still needs some way of limiting low energy ba
kground events

in the region of interest. Estimation of low energy ba
kgrounds is approa
hed through

use of Monte Carlo, whi
h 
ontains an a

urate model of the dete
tor energy and

re
onstru
tion 
hara
teristi
s.

The largest 
ontribution to the high energy tail of low energy radioa
tive ba
k-

grounds 
omes from

208

Tl (

232

Th 
hain) and

214

Bi (

238

U 
hain) de
ays be
ause these

nu
lei have the largest �-de
ay Q-values (5.0 MeV for

208

Tl and 3.3 MeV for

214

Bi).

Simpli�ed de
ay s
hemes for

208

Tl and

214

Bi 
an be found in [72℄. If we assume that the

238

U (T

1=2

= 4:47�10

9

y = 1:41�10

17

s) and

232

Th (T

1=2

= 1:41�10

10

y = 4:45�10

17

s)


hains are in se
ular equilibrium (i.e. the number of daughter de
ays per se
ond equals

the number of parent de
ays per se
ond), we 
an 
al
ulate the number of expe
ted
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Figure 7.1: N

Hit

distribution for 
leaned data showing the analysis threshold relative

to the exponential wall from low energy radioa
tive ba
kgrounds. Also shown is the

e�e
t of removing the muon follower short 
ut. Noti
e that this 
ut predominately

removes events from the neutron 
apture (D

2

O) N

Hit

region, as expe
ted.
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D

2

O H

2

O AV

232

Th

238

U

232

Th

238

U

232

Th

238

U

Design Goal (pg/g) 0.0037 0.045 0.037 0.45 1.1 1.1

Assay Derived Limits (pg/g) 0.0017 0.013 0.18 0.45 1.1 1.1

Total Region Mass (tonnes) 1000 1667 13.7

Total U/Th Mass (�g) 1.7 13 300 750 15 15

De
ays During Livetime (�10

6

) 0.105 2.37 17.7 136.4 0.887 2.73

Table 7.1: Summary of U/Th 
ontamination in D

2

O , H

2

O , and AV regions. The

se
ond row entries are 
onservative 3� limits from water assay measurement shown

in [3℄ and a
ryli
 panel radioa
tivity measurements found to be below design goals [24℄.

The last row entries are the 
al
ulated limits on the number of

208

Tl (

232

Th 
hain)

and

214

Bi (

238

U 
hain) de
ays in ea
h region over the 169.3 day neutrino livetime.

number of

208

Tl and

214

Bi de
ays over our 169.3 day neutrino livetime from measured

U/Th 
ontamination in the various regions of the dete
tor. For example, if the

238

U


hain is in equilibrium we have

N

238

U

R

238

U

= N

214

Bi

R

214

Bi

(7.1)

where N is the number of nu
lei and R is the de
ay rate, related to the half-life, T

1=2

,

by R = (ln 2)=T

1=2

. Therefore, the number of

214

Bi de
ays per se
ond per gram of

238

U is

6:023�10

23

238

�

ln 2

1:41�10

17

= 12,441

214

Bi de
ays/s/g

238

U

Similar 
al
ulation yields 4044

208

Tl de
ays/s/g

232

Th. Table 7.1 summarizes U/Th


ontamination limits dervied from measurements whi
h have been performed for the

D

2

O , H

2

O , and AV regions. Also shown are the 
al
ulated numbers of

214

Bi and

208

Tl de
ays in ea
h region from these limits during our neutrino livetime.

The total number of

214

Bi and

208

Tl de
ays shown in Table 7.1 for the D

2

Oand
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AV regions were simulated using the Monte Carlo. The largest N

Hit

observed in any of

the simulations was 55 N

Hit

for several di�erent random number seeds. Therefore we


on
lude that low energy ba
kground events from U/Th in the D

2

Oand AV regions are

likely to represent negligible 
ontributions to our overall systemati
 un
ertainty. Low

energy radioa
tivity from regions outside the AV region (H

2

Oand PMTs) represent

negligible ba
kgrounds for the �du
ial volume (<550 
m) and N

Hit

(>65) thresholds

used in this analysis. To 
ontribute to our redu
ed data set, these ba
kground events

would have to surpass our high N

Hit

threshold and get badly mis-re
onstru
ted into

our �du
ial volume in a way that passes the �tter FOMs and Cerenkov signal box


uts.

7.2 High Energy 
-ray Ba
kgrounds

Given a 
leaned and re
onstru
ted neutrino data set above some N

Hit

(or energy)

threshold, how many of the events re
onstru
ting inside the �du
ial volume are due

to high energy external 
-ray intera
tions? In this 
ontext, \external" 
orresponds

to sour
es from the PSUP/PMT region and beyond, and \high energy" refers to 


energies greater than 2.6 MeV, whi
h is the highest energy 
 one expe
ts from U or

Th 
hain radioa
tivity. One sour
e of these 
-rays is thermal neutron 
apture on high

density materials su
h as PSUP steel and 
avity ro
k, where the free neutrons are

produ
ed in (�, n) from U and Th de
ay 
hain � emissions. Another prin
iple sour
e

is dire
t 
 produ
tion through (�, p
) on light nu
lei su
h as Al in the re
e
tors and

PMT glass [73℄.

While internal ��
 ba
kgrounds to the solar neutrino signal 
an be largely limited

by a simple N

Hit


ut owing to the 
omparatively low energies involved (E




< 2:615
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MeV and � endpoint < 5:5 MeV), su
h an N

Hit


ut is ine�e
tive against external 


ba
kgrounds whi
h 
an extend up to 10 MeV in energy [73℄. One approa
h is to


arefully model the PSUP and 
avity regions using the appropriate geometry and

radioa
tivity from assays of 
onstru
tion materials or in situ measurements as were

performed on the 
avity 
's using a large volume NaI dete
tor [74℄. Monte Carlo

simulations using these models will then yield an expe
ted rate of high energy 
's

and a predi
tion for the number of 
's re
onstru
ting in the �du
ial volume over

some period of time. While this approa
h provides a very important 
he
k to see if

one expe
ts a signi�
ant problem based on assay measurements, it really represents

a rough lower limit on the rate whi
h is only as good as the models and 
annot take

into a

ount inhomogeneous e�e
ts like hot-spots in the PSUP/PMT region. While

one might expe
t the models to predi
t an energy spe
trum whi
h is reasonably 
lose

to reality, getting the 
orre
t absolute rate of su
h a ba
kground using assays and

models alone is a mu
h more diÆ
ult task.

Although it was mentioned that one 
annot reje
t external 
-ray ba
kgrounds on

the basis of N

Hit

alone, one 
an use the fa
t that sour
es of su
h 
's are reasonably

far from the D

2

O and external to the light 
olle
tion region so that the majority

of events are radially inward. This is parti
ularly true for 
avity 
's whi
h must

travel many s
attering lengths to enter the PSUP region. Therefore, one 
an examine

the 
orrelations between position and dire
tion of re
onstru
ted events to look for a

radially inward, high N

Hit


omponent to the data near the PSUP region indi
ative of

external high energy 
 ba
kgrounds.

1

The rate of su
h a 
omponent, 
oupled with the

re
onstru
tion 
hara
teristi
s of inward 
-rays near the PSUP based on 
alibrations,

1

One needs to be 
areful about the a

eptan
e issues of N

Hit

threshold, 
on
entrator shadowing,

et
., when one makes statements based on re
onstru
ted dire
tion at large R.
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an then be used to limit the rate of external high energy 
-rays re
onstru
ting inside

the �du
ial volume of the dete
tor and produ
ing a ba
kground to the solar neutrino

signal.

7.2.1 Des
ription of the Method

The method 
urrently used by the SNO 
ollaboration to limit high energy ba
k-

grounds was developed by the author and is des
ribed in this se
tion. For a more


omplete presentation of high energy ba
kground analysis is SNO, see [75℄.

16

N 
alibration data is 
olle
ted with the sour
e near the PSUP and the re
on-

stru
tion 
hara
teristi
s of the tagged 
 events are used to estimate the way that

external 
-rays enter into the neutrino data as a ba
kground. In a 
rude sense, the

16

N sour
e 
an be 
onsidered a triggered \hot PSUP" sour
e in the approximation

where the net e�e
t of the PSUP radioa
tivity is to yield 6.13 MeV 
's at the sour
e

position and all the external 
-rays 
ome from the PSUP. Of 
ourse there is no real

basis for this assumption, parti
ularly when one 
onsiders models of PSUP and 
avity

wall radioa
tivity whi
h predi
t a spe
trum of 
's extending up to � 10 MeV, so this

method should only be regarded as providing information at one 
 energy. Spe
tral


onsiderations 
an then be studied using the

16

N sour
e Monte Carlo in SNOMAN

to extrapolate in energy.

The method of estimating ba
kgrounds due to high energy external 
-rays re
on-

stru
ting into the �du
ial volume is a two stage pro
ess shown in Figure 7.2. First,


alibration data is re
onstru
ted to produ
e an estimate for the position and dire
tion

of the Compton s
attered ele
tron (or some �tter-dependent average vertex for multi-

ple Comptons) in ea
h event. The fra
tion of radially inward events re
onstru
ting at
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Neutrino Data After Reconstruction, Data CleaningN16 Calibration Source Near PSUP

b)a)

Figure 7.2: Pi
torial des
ription of the method used to estimate the amount of high

energy 
 ba
kground re
onstru
ting into the �du
ial volume. (a)

16

N sour
e near the

PSUP is used to 
hara
terize the re
onstru
tion properties of 
's at large radius. The

ratio, R, of events re
onstru
ting inward and near the sour
e to the number of events

re
onstru
ting inside the D

2

O is 
omputed. (b) The neutrino data sample is 
leaned

and re
onstru
ted, and the number of events re
onstru
ting inward at large radius

is re
orded. Under the assumption that events in this region are dominated by high

energy 
 intera
tions, one 
an use this number of events and R 
omputed from the


alibration data to estimate the amount of this ba
kground re
onstru
ting inside the

D

2

O.

213



large radius is 
ompared to the fra
tion of events that re
onstru
t inside the �du
ial

volume (in any dire
tion), and the ratio, R, of these two fra
tions is 
omputed. The

motivation for 
onstru
ting this ratio is that we 
an apply it to the 
leaned neutrino

data to estimate the number of external 
's re
onstru
ting inside the �du
ial volume

if we assume that radially inward events at large radius (i.e. near the PSUP) are

dominated by external 
 intera
tions. The validity of this assumption needs to be

demonstrated from analysis of the data to lend 
redibility to the estimate, of 
ourse,

but even if other types of ba
kground (e.g. H

2

O � � 
's) are present in this region

this does not invalidate the method. First of all, it may be possible to estimate the

relative 
ontributions of high-energy 
's and other ba
kgrounds using N

Hit

and R

3

distributions, sin
e one expe
ts the external 
's to have larger N

Hit

and an exponen-

tial fall-o� in radius. Also, this method provides an upper limit to the 
ontamination

if one simply 
onsiders all the radially inward events at a suitably large radius to be

external 
's. It is then possible that su
h a limit would suggest the 
ontamination of

re
onstru
ted 
 events into the �du
ial volume is at an a

eptably low level relative

to the expe
ted neutrino signal.

7.2.2 Appli
ation of Method to Neutrino Data Set

To determine the re
onstru
tion 
hara
teristi
s of external high energy 
-rays, we use

the tagged events from

16

N run 13980 where the sour
e radius was 853.7 
m (-586,

208, 585 
m). The ratio R was determined, where

R =

# of events with r < 550

# of events with û � r̂ < �0:5 and 700 < r < 800

(7.2)
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From this ratio, a limit is pla
ed on the number of high energy 
-rays in the neutrino

data sample that re
onstru
t inside the �du
ial volume by observing the number of

radially inward events at large radius.

Figure 7.3 shows û � r̂ versus R

3

for run 13890 above 50 N

Hit

, where û and r̂ are

re
onstru
ted unit dire
tion and position ve
tors, respe
tively. There are 3073 events

inside the \box" of û � r̂ < �0:5 and 700 < r < 800 and 7 events re
onstru
ting

inside the �du
ial volume. The upper limit on R is therefore 3:4� 10

�3

, at the 68%


on�den
e level.

The û � r̂ versus R

3

distribution for the 
leaned, re
onstru
ted 169.3 day neutrino

data set above 50 N

Hit

is shown in Figure 7.4. Note the similarity between Figure 7.3

and the spray in inward events at large radius. There are several 
he
ks one 
an

perform to 
onvin
e oneself that these are indeed due to high energy 
-rays. For

example, these inward-dire
ted events are signi�
antly higher in N

Hit

than events at

large radius in other dire
tions beyond what one expe
ts from a

eptan
e e�e
ts alone,

and have approximately the expe
ted spe
trum (see [76℄ and [77℄). The number of

events observed inside the box for the neutrino data set is 1150. If one assumes that

these are all high energy 
-rays, then the 1� limit on the number of ba
kground events

inside the �du
ial volume is 3.9 events. This 
orresponds to a ba
kground of fewer

than 0.023 events per day or 0.6% of the extra
ted CC rate at the 68% 
on�den
e

level.

Several systemati
 un
ertainties on these results were investigated. This in
luded

sensitivity to the \box" size used in the analysis, the dependen
e on 
-ray energy, and

16

N sour
e position dependen
e. To test spe
tral dependen
e, the

16

N sour
e Monte

Carlo was used. The Monte Carlo was �rst shown to be in good agreement with the

16

N 
alibration data and then di�erent 
-ray energies were used in the simulation.
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Figure 7.3: û � r̂ versus R

3

distribution for tagged events from

16

N run 13980 where

the sour
e was 853.7 
m (-586, 208, 585 
m).
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Figure 7.4: û � r̂ versus R

3

distribution for the 
leaned, re
onstru
ted 169.3 day

neutrino data set above 50 N

Hit

.
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The

16

N 
alibration sour
e position dependen
e was probed by performing the analysis

with a di�erent sour
e run near the PSUP - run 10573 (-586, 208, -500 
m). It was

found that with a 550 
m �du
ial volume and N

Hit

> 50, the systemati
 un
ertainties

arising from these e�e
ts is below the statisti
al un
ertainty. It was also found that the

fra
tional number of high-energy 
 rays inside the �du
ial volume de
reases slightly

for in
reasing N

Hit

threshold, lending 
on�den
e that the results 
an be applied to

our higher N

Hit

threshold where the

16

N statisti
s are limited.

7.3 Non-Cerenkov Ba
kgrounds

Determining the level of residual non-Cerenkov 
ontamination is a mu
h more diÆ
ult

task, in prin
iple, than either low or high energy ba
kgrounds. The reason is simple

- we do not have a set of 
alibration sour
es for these ba
kgrounds whi
h span all

ba
kground types nor do we have a way to reliably simulate non-Cerenkov ba
kground

sour
es.

The approa
h taken to estimating residual non-Cerenkov ba
kgrounds is to use

the post-re
onstru
tion Cerenkov signal 
uts des
ribed in Se
tion 6.4 to extrapolate

the instrumental ba
kground distributions (in the 
ut statisti
s) into the Cerenkov

signal box de�ned by these 
uts. This analysis was devised and performed by Vadim

Rusu at Penn. The method is very similar to that used to limit high energy 
-ray

ba
kgrounds and represents a \bifur
ated analysis" of the suite of data 
leaning 
uts

and the Cerenkov signal box 
uts (ITR and �

2


orr

) . The following assumptions are

made in this method:

� Instrumental ba
kgrounds tagged by the data 
leaning 
uts are representative

(in terms of ITR and �

2


orr

) of the residual non-Cerenkov ba
kgrounds in the
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data set.

� In the 
leaned data set, events outside the Cerenkov signal box are dominated

by instrumental ba
kgrounds.

The �rst assumption is analogous to the assumption in the high energy ba
kground

analysis that

16

N near the PSUP is a sour
e of external 
-rays. The se
ond assumption

is analogous to assuming all radially inward, large R events are due to high energy


-ray intera
tions. One determines from the events tagged by data 
leaning and

re
onstru
ting inside the �du
ial volume the ratio of events inside the Cerenkov signal

box to outside the box. The estimated number of non-Cerenkov ba
kground events

inside the �du
ial volume for the 
leaned data set is then this ratio multiplied by the

number of events observed outside the Cerenkov signal box in this 
leaned data set.

The 
ontamination determined by this method is shown in Figure 7.5 to be negligible

for the N

Hit

threshold used in this thesis.

7.4 Summary

In this 
hapter, limits on residual ba
kgrounds in the redu
ed data set were presented.

The levels of ba
kground events from low energy radioa
tivity, external high-energy


-ray ba
kgrounds, and instrumental ba
kgrounds were found to be a

eptably small

for neutrino signal extra
tions. These extra
tions are presented in the next 
hapter,

along with 
omparisons to SSM predi
tions.
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Figure 7.5: Non-Cerenkov 
ontamination inside a 6 m �du
ial volume as a fun
tion

of N

Hit

threshold. Figure 
ourtesy of Vadim Rusu.
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Chapter 8

Results

In this 
hapter, physi
s results extra
ted from the sele
ted neutrino data set are

presented. These results in
lude measurement of the CC and ES rates relative to

Standard Solar Model (SSM) predi
tions, the extra
ted CC N

Hit

spe
trum, and limits

on the solar hep neutrino 
ux.

8.1 General Analysis Approa
h

In this se
tion, the general approa
h to extra
ting CC and ES 
ux ratios (ratio of

data to SSM predi
tions) is presented. The assumptions and approa
hes involved in

the CC spe
trum and hep 
ux limit analyses are 
ompletely analogous to that whi
h

is dis
ussed in this se
tion.

The general approa
h is to extra
t the number of CC, ES, and neutron events in

the data sample using generalized maximum likelihood te
hniques. This �t then gives

the most likely set of signal event numbers under the hypothesis that the data set is

solely 
omprised of these signals. The validity of this hypothesis is 
riti
ally dependent
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upon the removal of ba
kgrounds from instrumental (+ non-Cerenkov) events and

non-neutrino sour
es of Cerenkov light. The suite of 
uts used to remove the former

ba
kground type was presented in Se
tions 6.2- 6.4. As dis
ussed in Se
tion 6.7, the

�du
ial volume and N

Hit


uts were largely 
hosen to minimize 
ontributions from low

energy radioa
tive and high energy 
-ray ba
kgrounds. Limits on radioa
tive and

instrumental ba
kgrounds in the redu
ed data set were shown in Chapter 7 to be at

a

eptable levels to extra
t neutrino signals.

The signal PDFs used in signal extra
tion are derived from Monte Carlo. These

PDFs are normalized distributions in 
ubed re
onstru
ted radius (R

3

), interpolation


orre
ted N

Hit

,

1

and 
osine of the angle between re
onstru
ted dire
tion and dire
tion

from the Sun (
os �

�

) for ea
h signal type. The degree to whi
h the Monte Carlo

a

urately represents the signal distributions depends on the a

ura
y of the di�eren-

tial 
ross-se
tions used by the Monte Carlo in addition to how well the Cerenkov light

produ
tion and dete
tor response are modeled. The latter is tested as thoroughly as

possible by 
omparing 
alibration sour
e data with Monte Carlo predi
tions for re
on-

stru
tion and energy 
hara
teristi
s. These 
omparisons using a variety of 
alibration

sour
es pla
ed around the dete
tor were presented in Chapter 5. The dis
repan
ies be-

tween sour
e data and Monte Carlo are then used to estimate the systemati
 error on

energy and re
onstru
tion 
hara
teristi
s upon whi
h the 
ux measurements depend.

This type of systemati
 error estimation relies on the assumption that dis
repan
ies

between the sour
e data and MC responses are representative of the errors in using

the MC to model the response to neutrino intera
tions in the dete
tor. Propagation

1

All Monte Carlo N

Hit

values are adjusted using the energy s
ale interpolation s
heme des
ribed

in Se
tion 5.4.2 and Appendix B. In all future referen
e to Monte Carlo N

Hit

, the interpolation 
or-

re
tion is implied. Also, some �gures refer to \N

Corr

" whi
h is equivalent to interpolation 
orre
ted

N

Hit

.
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of these un
ertainties through CC and ES 
ux analyses gives the total systemati


error on these measurements.

For 
omparison to SSM predi
tions, the Monte Carlo is used to 
al
ulate the

expe
ted neutrino rates in the dete
tor as well as the a

eptan
e of the events in

the analysis. The total

8

B and hep neutrino 
ux values used in the Monte Carlo

are from the Bah
all-Pinsonault 2000 standard solar model (BP2000). There is some

unfortunate 
onfusion whi
h arises when one talks about the BP2000 total

8

B neutrino


ux. This 
ux has 
hanged slightly from 5:15�10

6


m

�2

s

�1

to 5:05�10

6


m

�2

s

�1

, but

both are often referred to as \BP2000". In this thesis, the former (5.15) is referred to

as \unmodi�ed" and the latter (5.05) as \modi�ed".

2

The Monte Carlo used for this

thesis is based on the unmodi�ed BP2000. Therefore, all quoted results in this thesis

referen
e the unmodi�ed BP2000

8

B total 
ux of 5:15�10

6


m

�2

s

�1

, unless otherwise

noted.

The CC, ES, and NC signal rea
tion rates for the BP2000 
ux over our neutrino

livetime are 
al
ulated by 
ode within SNOMAN. These 
al
ulations use the number

of neutrino targets (d, e

�

), the di�erential neutrino 
ross se
tions for ea
h rea
tion,

and the 
ux of ea
h neutrino type in
ident on the dete
tor. The 
ross se
tions used for

neutrino intera
tions on deuterium (CC and NC) are the NSGK potential model [78℄

with the e�e
tive �eld theory 
al
ulations des
ribed in [79℄ used to interpolate between

tabulated energy points (after some tuning of model parameters). The solar neutrino

survival probabilities are 
al
ulated using MSW 
ode written by Naoya Hata and

in
orporated into SNOMAN by Doug M
Donald. The dete
tor response to neutrino

intera
tion produ
ts (e

�

, n) produ
ed within the dete
tor is then simulated by the

2

The total hep 
ux is immune to this 
onfusion be
ause it is the same for both modi�ed and

unmodi�ed BP2000 models.
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Monte Carlo. The number of events passing the �du
ial volume and N

Hit


uts after


orre
tions are made for measured 
ut a

eptan
e gives the number of expe
ted events

for ea
h signal type whi
h 
an be 
ompared to signals extra
ted from the data.

8.2 Signal Extra
tion Te
hniques

The number of CC, ES, and \NC" events are extra
ted using Extended Maximum

Likelihood (EMLH) methods (see [80℄, for example). The NC rate is in quotations

be
ause NC implies neutrino-indu
ed free neutrons, however, only the total number of

neutrons

3

whi
h in
ludes those from photodisintigration ba
kgrounds are extra
ted.

Appli
ation of these methods in extra
ting neutrino signals in SNO follows [81{83℄

and more re
ently [84℄.

The Monte Carlo is used to simulate CC, ES, and NC events in the dete
tor. These

simulations are performed over the livetime of the neutrino data set being analyzed.

There are several reasons for taking 
are to simulate the neutrino signals in this way.

First, one needs to a

ount for the instantaneous solar dire
tion in ea
h simulated

event be
ause we are extra
ting events (in part) based on 
orrelations to the in
ident

neutrino dire
tion. Also, to properly model the dete
tor response in terms of energy

and re
onstru
tion, one needs to disable 
hannels in the MC whi
h were disabled

during ea
h of the neutrino runs. To ensure that the un
ertainties in the PDF shapes

are not limited by Monte Carlo statisti
s, one generates a large number of events


ompared to size of the data sample. In this analysis, 10 times the number of CC

events and 50 times the number of ES and NC 
ompared to BP2000 SSM predi
tion

were generated. Probability density fun
tions (PDFs) are then 
onstru
ted from the

3

with a uniform distribution inside the D

2

O
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resulting N

Hit

, R

3

, and 
os �

�

distributions for ea
h signal. These distributions are

�t to parameterized fun
tions (to be des
ribed in Se
tion 8.2.2) whi
h are used as the

signal PDFs in extra
tion.

8.2.1 CC and ES Extra
tion - NHIT Constrained

We are interested in extra
ting the fra
tional number of events, �

i

, from a presumed

mixture of i signal types (i =CC, ES, and NC). We write the PDF, P(~x;

~

�), as a sum

of the individual normalized signal PDFs, f

i

(~x),

P(~x;

~

�) =

3

X

i=1

�

i

f

i

(~x) (8.1)

where ~x � (N

Hit

; R

3

; 
os �

�

) and

~

� � (�

1

; �

2

; �

3

). Note that the individual �

i

are not

independent, sin
e we must have

3

P

i=1

= 1. This 
onstraint is removed in the extended

maximum likelihood fun
tion,

L(�;

~

�) =

�

n

n!

e

��

n

Y

i=1

P(~x;

~

�) (8.2)

where n is the number of events in the data sample and � is the Poisson mean total

number of events whi
h is now part of the �t. Equation 8.2 is really a traditional

likelihood fun
tion expe
t that now the number of sample events, n, is 
onsidered

part of the experimental results. Substitution of 8.1 into Equation 8.2 with some

straightforward algebra leads to an equation for the log extended likelihood fun
tion

logL(~w) = �

m

X

j=1

w

j

+

n

X

i=1

log

0

�

m

X

j=1

w

j

f

j

(~x

i

)

1

A

(8.3)
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where w

j

� ��

j

is the mean number of events for the j

th

signal type to be �t to the

data and ~w � (w

1

; w

2

; w

3

). Note that the w

j

's are un
onstrained whi
h allows their

�t errors to re
e
t not only statisti
al error in the extra
ted number of events, but

also error from 
ovarian
es between the signal types. The set of w

j

whi
h maximizes

Equation 8.3 is the most likely set of signal numbers for the data sample.

8.2.2 Parameterized PDFs

In this se
tion, the PDFs used in signal extra
tion are presented. An approa
h to

PDF generation is to use a single three-dimensional PDF in N

Hit

, R

3

, 
os �

�

for ea
h

signal type. This set of three PDFs - one for ea
h signal type - then 
ontain all the

information about 
orrelations between the variables. The issues raised with su
h a

pres
ription in the 
ontext of re
onstru
tion and energy 
alibrations were dis
ussed

in Se
tion 5.4.1. It is also observed that for the �du
ial volume and N

Hit

used in this

analysis, 
orrelations between the variables are a
tually reasonably small, with the

one ex
eption to this being the 
orrelation between ES N

Hit

and 
os �

�

. So to a good

approximation, we 
an write

f

i

(~x) = �

i

(N

Hit

)�

i

(R

3

)


i

(
os �

�

) (8.4)

This fa
torization e�e
tively averages over the 
orrelations between the variables.

The aforementioned ES 
orrelation is put in as several di�erent 
os �

�

distributions,

one for ea
h of four bins in N

Hit

.

The �, �, and 
 distributions for ea
h signal are �t to smooth analyti
al fun
-

tions. This parameterization of the PDFs in inherently a smoothing pro
ess, but the

goodness of ea
h �t demonstrated whether or not these fun
tions are good represen-
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Figure 8.1: Monte Carlo CC distribution in (left) N

Hit

and (right) R

3

for 10xSSM

(BP00) over the neutrino data livetime. The N

Hit

distribution is �t to the sum of two

Gaussian fun
tions and the R

3

distribution is �t to a linear fun
tion.

tations of the underlying distributions. A di�erent approa
h would be to simply bin

the distributions and use the bin values as the values of the PDF in the given variable

one is 
onsidering. However, binning throws away information and it is not 
lear how

to take into a

ount the statisti
al errors within ea
h bin for the un
ertainty in the

PDF shape. In the limit of large MC statisti
s, these two methods 
an be made

equivalent and the parameterized approa
h is 
hosen in this analysis for simpli
ity.

Figures 8.1- 8.5 show the parameterized PDFs used for ea
h of the CC, ES, and NC

neutrino signal rea
tions, where the 
hosen fun
tional forms are indi
ated in the �g-

ure 
aptions. A normalized uniform distribution is used for the NC 
os �

�

PDF, as

there is no dire
tion information retained in the thermal neutron 
apture pro
ess.
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Figure 8.2: Monte Carlo CC distribution in 
os �

�

for 10xSSM (BP00) over the neu-

trino data livetime. The 
os �

�

distribution is �t to a linear fun
tion.

Figure 8.3: Monte Carlo ES distribution in (left) N

Hit

and (right) R

3

for 50xSSM

(BP00) over the neutrino data livetime. The N

Hit

distribution is �t to the sum of two

Gaussian fun
tions and the R

3

distribution is �t to a linear fun
tion.
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Figure 8.4: Monte Carlo ES distribution in 
os �

�

for 50xSSM (BP00) over the neu-

trino data livetime. The 
os �

�

distribution is �t to the sum of two exponential for

ea
h of the indi
ated N

Hit

(n
orr) bins.
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Figure 8.5: Monte Carlo NC distribution in (left) N

Hit

and (right) R

3

for 50xSSM

(BP00) over the neutrino data livetime. The N

Hit

distribution is �t to the sum of two

Gaussian fun
tions and the R

3

distribution is �t to a linear fun
tion.

Energy S
ale Drift Corre
tion

It was shown in Se
tion 5.4.2 that the Monte Carlo over-predi
ts total

16

N interpola-

tion 
orre
ted (and un
orre
ted) N

Hit

in an approximately linear fashion of 2.6% per

year. If the

16

N stability runs are representative of the total N

Hit

of neutrino events

during normal data taking, then the Monte Carlo should be 
orre
ted for this trend.

The trend shown in Figure 5.4 
orresponds to the drift in mean N

Hit

at the

16

N


-ray energy. The resolution shows no obvious trend beyond that predi
ted by Monte

Carlo, so we want a transformation for ea
h Monte Carlo signal event whi
h preserves

the resolution but shifts ea
h N

Hit

in a way 
onsistent with a mean response drift. If

one 
onsiders N

Hit

to be a Gaussian distribution with an ele
tron energy dependent

mean, �(E), then the following N

Hit

transformation produ
es the proper shift in the

mean due to the s
ale drift but leaves the resolution un
hanged from that predi
ted
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by the Monte Carlo

N

Hit

! N

Hit

+��(E; t) (8.5)

where the shift in mean N

Hit

, ��(E; t), is given by

��(E; t) = s(t)�(E)� �(E) = (s(t)� 1)�(E) (8.6)

where s(t) is the s
aling required for the observed time drift. Spe
i�
ally, Figure 5.4

shows that the fra
tional di�eren
e, f(t), between Monte Carlo energy s
ale and that

observed from the

16

N stability runs is determined to be

f(t) =

�

MC

� �

data

�

data

= (0:026� 0:002)t� (0:0020� 0:0002) (8.7)

where t is the number of days sin
e the start of produ
tion running divided by 365.

This implies that we want to s
ale the Monte Carlo mean N

Hit

by an fa
tor s(t) given

by

s(t) =

1

1 + f(t)

(8.8)

so that s(t)�

MC

= �

data

. The form of �(E) is derived from Monte Carlo CC ele
trons

generated uniform/isotropi
 in the D

2

Oand is shown in Figure 8.6 to be quite linear

over the solar neutrino energy range of interest.

8.2.3 CC N

Hit

Spe
trum Extra
tion

Extra
tion of the CC N

Hit

spe
trum is very similar to the total CC rate extra
tion

method des
ribed in Se
tion 8.2.1 ex
ept that the CC spe
trum shape is �t rather

than 
onstrained. This type of extra
tion is similar to and motivated by the methods
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Figure 8.6: Mean N

Hit

versus ele
tron energy for Monte Carlo CC ele
trons generated

uniform and isotropi
 inside the D

2

Ovolume.

des
ribed in [85℄. The neutrino data is binned in N

Hit

and the number of CC events

in ea
h bin, �

CC

j

; j = 1::k, is extra
ted using the R

3

and 
os �

�

distributions for CC,

ES, NC, in addition to the 
onstrained N

Hit

shape for NC and ES. The shape of the

ES N

Hit

distribution is that whi
h results from an undistorted

8

B. This is motivated

by the la
k of substantial distortion in the re
oil ele
tron energy distribution from ES

observed by the SuperKamiokande experiment, whi
h 
urrently has far more statisti
s

than the SNO elasti
 s
attering. As the SNO neutrino data set grows in statisti
s, one

would be able to remove this 
onstraint and �t out the ES N

Hit

spe
trum as well. In

this analysis of limited statisti
s, an undistorted ES N

Hit

shape is imposed to redu
e

the total number of free parameters in the �t. In
lusion of this hypothesis is not

expe
ted to 
ompromise the CC spe
tral sensitivity to a signi�
ant degree be
ause of

the 
omparatively lower expe
ted rate of ES events in the dete
tor.
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The extended log-likelihood fun
tion maximized to extra
t the CC N

Hit

spe
trum

and the total number of ES (w

ES

) and NC (w

NC

) events is analogous to Equation 8.3

and is given by

logL(w

NC

; w

ES

; ~�) = �(w

NC

+ w

ES

+

k

P

j=1

�

CC

j

)

+

n

X

i=1

log

h

w

NC

�

NC

(b

i

)f

NC

(~x

i

) + w

ES

�

ES

(b

i

)f

ES

(~x

i

) + �

CC

b

i

f

CC

(~x

i

)

i

(8.9)

where ~x � (R

3

; 
os �

�

), ~� � (�

CC

j

; j = 1::k), b

i

is the N

Hit

bin of the i

th

event, and

�

NC

, �

ES

are the binned N

Hit

shapes for the NC and ES rea
tions, respe
tively.

8.3 Extra
ted Solar Neutrino Signals

In this se
tion, the extra
ted signals from 169.3 days of livetime are presented. This

in
ludes the total number of CC, ES and \NC" events assuming an undistorted

8

B

neutrino energy spe
trum and also the extra
ted CC N

Hit

spe
trum.

8.3.1 CC and ES - Nhit Constrained Fit

The total number of CC, ES, and \NC" events in the 169.3 day data set were ex-

tra
ted using the signal extra
tion te
hnique des
ribed in Se
tion 8.2.1 and the signal

PDFs presented in Se
tion 8.2.2. The negative of Equation 8.3 was minimized using

CERNLIB's MINUIT pa
kage to get the most likely numbers of signal events in the

data set 
onsistent with �tting hypothesis. The results are shown in Table 8.1.

How 
onsistent is the data with the number of extra
ted events shown in Table 8.1

and our �tting hypothesis? The data distributions in N

Hit

, R

3

, and 
os �

�

with the

signal PDFs s
aled to the number of extra
ted events of ea
h signal type are shown

in Figures 8.7 and 8.8.
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Signal Type Extra
ted Events

CC 630:60

+31:82

�30:94

ES 73:19

+13:06

�12:21

\NC" 43:21

+19:10

�18:32

Table 8.1: Number of extra
ted signal events from the 169.3 day data set. The

indi
ated errors are statisti
al only.

Figure 8.7: (left) N

Hit

and (right) R

3

distributions for the 169.3 day neutrino data set

with the signal PDFs s
aled to the number of extra
ted CC, ES, and \NC" signal

events superimposed.
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Figure 8.8: 
os �

�

distribution for the 169.3 day neutrino data set with the


os �

�

signal PDFs s
aled to the number of extra
ted CC, ES, and \NC" signal events

superimposed.
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The �

2

=dof for ea
h distribution is very good, suggesting that the data 
an be


onsistently �t to our signal distributions resulting from an undistorted

8

B neutrino

energy spe
trum of solar neutrinos. The quality of the �ts also give us some 
on�den
e

that we are indeed analyzing in a relatively ba
kground free region, although they

do not prove that this is indeed the 
ase. In the N

Hit

distribution, for example, one


ould always �nd a 
onspiratorial ba
kground whi
h exa
tly \�lls in" a true spe
tral

distortion to give the observed results. This is the independent ba
kground estimates

presented in Chapter 7 are so important.

8.3.2 CC N

Hit

Spe
trum

The CC N

Hit

spe
trum is extra
ted from the data using the methods des
ribed in

Se
tion 8.2.3. Spe
i�
ally, the data was binned into 23 bins with 55�N

Hit

�200 - the

�rst 22 bins are of equal threeN

Hit

width and the last bin representing 121�N

Hit

�200.

The number of CC events extra
ted in ea
h of the 23 bins is shown in Figure 8.9. The

indi
ated errors are statisti
al only. The three N

Hit

bins below 65 N

Hit

are in
luded

to show the extra
ted shape below our analysis threshold but are not used in our

subsequent analysis. This is be
ause systemati
s have not been studied below our

analysis threshold of 65 N

Hit

.

8.4 CC and ES Fluxes Compared to SSM Predi
-

tions

In this se
tion, the extra
ted CC and ES event numbers presented in Se
tion 8.3.1 are


ompared to Monte Carlo predi
tions for the (unmodi�ed) BP2000 SSM

8

B neutrino
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Figure 8.9: Extra
ted CC N

Hit

spe
trum for the 169.3 day neutrino data set. The

last data point represents the number of events extra
ted in a bin extending up to

200 N

Hit

. Errors shown are statisti
al only.
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Signal Type Expe
ted # of Events

CC 1848:5� 13:6

ES 150:5� 1:7

NC 24:9� 0:7

Table 8.2: Number of expe
ted signal events over the 169.3 day data set from

8

B

assuming BP2000 SSM. Corre
tions des
ribed in this se
tion have not been applied.


ux (5.15x10

6


m

2

s

�1

) and spe
trum inferred from measurements des
ribed in [86℄.

The same Monte Carlo used for generating signal PDFs is used to determine the

expe
ted number of signal events (see Se
tion 8.2).

The expe
ted number of events for our 169.3 day livetime satisfying the �du
ial

volume and N

Hit


uts used in this analysis (R

fit

< 550 
m and N

Hit

> 65) is shown in

Table 8.2.

Before useful 
omparisons 
an be made between the extra
ted signal rates and

the MC predi
tions shown in Table 8.2, several 
orre
tions must be in
luded.

�

17

O and

18

O isotopi
 abundan
e:

8

B neutrinos 
an intera
t via 
harged-
urrent

on the loosely bound neutrons in

17

O and

18

O nu
lei present in the heavy wa-

ter. These intera
tions give signals whi
h are very similar to CC rea
tions on

deuterons, so a 
orre
tion for their isotopi
 abundan
es must be in
luded in

the expe
ted number of events based on Monte Carlo (whi
h did not in
lude

these additional intera
tions). A

ording to [87℄, the rate of CC events must be

s
aled up by 0:793� 0:012% to a

ount for the measured isotopi
 abundan
es.

� Fitter and 
ut a

eptan
e: Corre
tions must be made for a

eptan
e of the re-


onstru
tion algorithm as well as any other 
uts pla
ed on the data (data 
lean-

ing, �tter FOMs, high-level) for Cerenkov light events above our N

Hit

threshold

and originating within our �du
ial volume. From Figure 6.5, the volume-
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weighted sa
ri�
e (i.e. 1 - a

eptan
e) for events inside 550 
m and N

Hit

>65

is estimated to be 1:0 � 0:2%. Combining this with the 
urrent best estimate

for total sa
ri�
e from data 
leaning of 0:4� 0:3%, we get the an total sa
ri�
e

from data 
leaning, �tter-related, and high-level 
uts of 1:4� 0:3%.

� Livetime 
orre
tion for burst 
uts: The muon follower short 
ut and other burst-

based 
uts (see Se
tion 6.2.4) introdu
e a dead time for neutrino analysis in

the sele
ted data set. The overall 
orre
tion to the livetime for these 
uts is

estimated [88℄ to be 1:9� 0:1%.

� Earth's orbital e

entri
ity: A 
orre
tion to the expe
ted 
ux must be made

for the 1.7% e

entri
ity of the earth's orbit. The required 
orre
tion on a

month-to-month basis for the run list approved by the Run Sele
tion Com-

mittee is 
al
ulated in [89℄. For the 169.3 day livetime used in this analysis,

the e

entri
ity 
orre
tion is to s
ale the 
ux ratio (data / MC) by a fa
tor of

1=(1:0103� 0:0015) [90℄.

The 
ombination of these 
orre
tions amounts to multiplying the total number of

expe
ted events by 0:985� 0:003 for CC and 0:977� 0:003 for ES rea
tions.

Using these 
orre
tions, we expe
t 1820.8 CC and 147.0 ES events over our live-

time with the 
uts imposed in the analysis. The observed number of CC events is

630:60

+31:82

�30:94

and the number of ES events is 73:19

+13:06

�12:21

. This gives the following ratios

of observed CC and ES signals to (unmodi�ed) BP2000 SSM predi
tions:

R

CC

�

CC

data

CC

SSM

= 0:346

+0:017

�0:017

(stat) R

ES

�

ES

data

ES

SSM

= 0:498

+0:089

�0:083

(stat)
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8.5 Systemati
 Errors

In this se
tion, the systemati
 errors on the CC and ES 
ux measurements are de-

termined. Un
ertainties whi
h a�e
t the 
ux measurements fall into two 
ategories

in terms of the way they are 
onsidered in the analysis. Errors in the Monte Carlo

distributions of signal observables - N

Hit

, R

3

, and 
os �

�

- a�e
t both the number

of events extra
ted from the neutrino data set by altering the PDF shapes as well

the signal a

eptan
es that determine the expe
ted number of events. Comparison of


alibration data with sour
e Monte Carlo is used to estimate the systemati
 error on

using the Monte Carlo for signal distributions. These 
omparisons were presented in

Chapter 5 in the 
ontext of energy 
alibration and re
onstru
tion 
hara
teristi
s. To

propagate these un
ertainties through the CC and ES 
ux analyses, the Monte Carlo

signal distributions are shifted or smeared by amounts determined by the un
ertain-

ties demonstrated in the 
alibration sour
e 
omparisons. For example, the Monte

Carlo does not exa
tly reprodu
e the angular resolution observed in re
onstru
tion of

16

N 
alibration data. To estimate the e�e
t of this un
ertainty on the ES 
ux mea-

surements, the re
onstru
ted angle relative to the solar dire
tion is smeared by the

appropriate amount. Other systemati
s errors enter into the 
ux analyses as an error

in the expe
ted number of events for a parti
ular neutrino 
ux without signi�
antly

a�e
ting the PDF shapes themselves. Neutrino livetime is an example of this type of

un
ertainty.

8.5.1 Sour
es of Systemati
 Un
ertainty

Systemati
 errors on the CC and ES 
ux measurements are 
onsidered in turn in the

following se
tions.
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Energy S
ale

It was shown in Se
tion 5.4.1 that the energy s
ale using total interpolation-
orre
ted

N

Hit

agrees with

16

N,

252

Cf, and pT 
alibration sour
e data at the 1% level after a

time drift 
orre
tion of 2.6% per year was applied. These sour
es bra
ket the energy

spe
trum of ele
trons expe
ted from solar neutrinos above our analysis threshold.

Although the time drift 
orre
tion is sizable 
ompared to the un
ertainty suggested

by 
alibration data, it is worth noting that the majority of data set used in this

analysis (100% from Nov99 - June00, 10% thereafter until Jan01) only extends 240

days into produ
tion running whi
h gets drift 
orre
ted up to 1.7%. Considering the

additional un
ertainties in involved in the energy s
ale time dependen
e, we estimate

an energy s
ale un
ertainty of 1.3%.

The e�e
t of a 1.3% energy s
ale un
ertainty on the CC and ES 
ux measurements

was determined by shifting the N

Hit

of ea
h Monte Carlo event by 1.3% and re-doing

the signal extra
tion. Through this pro
edure, it was found that the un
ertainty on

the CC and ES 
ux measurements is

+4:6

�4:5

% and

+4:6

�3:7

%, respe
tively.

Energy Resolution

Based on 
omparisons between

16

N 
alibration and sour
e Monte Carlo, the energy

resolution is under-predi
ted by the Monte Carlo by 3% (volume-weighted un
er-

tainty). Spe
i�
ally, at the

16

N 
-ray energy, the sour
e data and Monte Carlo res-

olutions are 11 and 10.6 N

Hit

on average. To estimate the e�e
t of this un
ertainty

on the 
ux measurements, the Monte Carlo N

Hit

is smeared by a Gaussian with a

varian
e of 11

2

� 10:6

2

= 8:6 for ele
tron energies near the mean energy (�5.5 MeV)

of ele
trons produ
ed through Compton s
attering by 6.13 MeV 
s. At other ener-
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gies, the Gaussian sigma is s
aled by

q

E=5:5MeV . Smearing the energy resolution

of Monte Carlo events in this way is found to de
rease the CC 
ux ratio by 0.2% and

in
rease the ES 
ux ratio by 0.1%.

Vertex Shift

In Se
tion 5.5.1, the shift in mean vertex relative to the

16

N and

8

Li sour
e positions

was determined. Considering the vertex shift dis
repan
ies between data and Monte

Carlo, we estimate the vertex shift un
ertainty to be a purely radial shift of

�r

R

=

8
m

1200
m

= 0:7%. The sign of residual shift is that data is shifted more inward (i.e. to

smaller radius) than that predi
ted by the Monte Carlo. The net e�e
t after a �du
ial

volume 
ut is that the Monte Carlo predi
ts too few events re
onstru
ting inside the

�du
ial volume of the dete
tor. To estimate the e�e
t of vertex shift on the results,

ea
h Monte Carlo event was shifted inward along its radial position ve
tor by 0.7% *

r

fit

. This resulted in the CC and ES 
ux ratios being de
reased by 1.5% and 2.0%,

respe
tively.

Vertex Resolution

Vertex resolution was also studied using

16

N and

8

Li 
alibration data. Considering

the vertex shift dis
repan
ies between data and Monte Carlo as well as observed

di�eren
es between the sour
es, we estimate that the Monte Carlo vertex resolution

is � 2 
m smaller than that observed in the data. To estimate the e�e
t of this

un
ertainty on the 
ux measurements, the �t x, y, and z positions of Monte Carlo

events were smeared by Gaussian fun
tions with sigma equal to

p

17

2

� 15

2

= 8 
m.

The e�e
t of this smearing was to lower the CC 
ux and ES 
ux by 0.1%.
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Angular Resolution

Although we do not 
ut events based on their re
onstru
ted dire
tion, the 
os �

�

PDF

shapes are a�e
ted by angular resolution. Therefore, we expe
t the relative number

of signal events extra
ted from neutrino data to be dependent on angular resolution

at some level. In Se
tion 5.5.2, it was shown that the angular resolution based on

16

N 
alibration sour
e data at the 
enter of the dete
tor was in good agreement with

that derived from sour
e Monte Carlo.

To estimate the level at whi
h angular resolution enters into the un
ertainties in

the 
ux results, 
os �

�

for CC and ES Monte Carlo events was adjusted to mimi


the e�e
ts of better or worse angular re
onstru
tion. For Monte Carlo CC events,


os �

�

was reassigned a uniform value for 5% of the events whi
h 
attened the 
os �

�

slope by 6%. To in
rease the CC 
os �

�

slope, 5% of the events were reassigned

a uniform value in way that was proportional to 
os �

�

. This in
reased the CC


os �

�

slope by 6%. For ES events, the Monte Carlo 
os �

�

values were shifted toward

larger 
os �

�

by 0.008 (imposing the limit of 
os �

�

= 1) to mimi
 a sharpening of the

angular resolution. To broaden the ES peak and add a tail on the 
os �

�

distribution,

8% of the events were reassigned a uniform 
os �

�

value. Comparison of the smeared

Monte Carlo 
os �

�

distributions to the angular resolution un
ertainty determined

from

16

N (see Se
tion 5.5.2) suggest that this smearing represents a 
onservative

estimate of the systemati
 un
ertainty due to angular resolution. The net e�e
t of

these smearing pro
edures is to 
hange the CC 
ux ratio by �0:2% and the ES 
ux

ratio by

+2:6%

+1:8%

. We take

+2:6%

+1:8%

as our ES un
ertainty and �0:4% as a 
onservative

estimate of our CC systemati
 un
ertainty.
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Ba
kgrounds

Limits on low energy, high energy 
-ray, and instrumental ba
kgrounds in the re-

du
ed data set were presented in Chapter 7. Sin
e these are ba
kgrounds limits and

not ba
kground measurements, these are in
luded as systemati
s rather subtra
ted

from the extra
ted numbers of signal events. From the analysis presented in Se
-

tion 7.1, low energy radioa
tive ba
kgrounds are 
onsidered to represent a negligible

sour
e of systemati
 un
ertainty in the CC and ES 
ux measurements. Instrumental


ontamination was also shown in Se
tion 7.3 to be at very low levels. Given that

this method only limits the tail of instrumental ba
kgrounds that leak through data


leaning rather than limiting all non-Cerenkov ba
kgrounds, we estimate the system-

ati
 un
ertainty due to non-Cerenkov ba
kgrounds to be 0.2% for CC 
ux and 0.5%

for ES 
ux. The analysis presented in Se
tion 7.2 showed that the number of high

energy 
-rays re
onstru
ting inside the �du
ial volume over our neutrino livetime 
an

be limited to 3.9 events. If present in the data set, these events will distribute them-

selves among the signal types depending on their N

Hit

, R

3

, and 
os �

�

values. Unless

these events happen to fall into the 
os �

�

� 1 bins, they will be more likely to add

into CC or NC rather than the ES signal. We estimate a CC systemati
 error of 3.9

events (0.6%) and an ES systemati
 error of 1.3 events (1.8%) due to high energy


-ray ba
kgrounds.

Trigger EÆ
ien
y

In Se
tion 5.6 and [61℄, it was shown that the N

Hit

trigger is >99.9% with more than

22 hits in 100 ns 
oin
iden
e. For the analysis threshold used in this thesis, trigger

eÆ
ien
y represents a negligible sour
e of systemati
 un
ertainty.
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Signal A

eptan
e

Based on 
omparisons of

16

N and

8

Li data (see Se
tion 6.6), the un
ertainty on the

total sa
ri�
e from the data 
leaning, re
onstru
tion, and high-level 
uts is estimated

to be 0.3%.

Livetime

The un
ertainty on the livetime for the approved neutrino run list used in this analysis

is estimated by the Livetime Committee to be 0.1%.

Oxygen Isotope Corre
tion

The quoted un
ertainty [87℄ on the CC rate 
orre
tion for measured

17

O and

18

O

isotopi
 abundan
es is 0.012%.

Orbital E

entri
ity Corre
tion

The un
ertainty on 
orre
tion for e

entri
ity of the Earth's orbit is estimated in [89℄

to be 0.15%.

D

2

OTargets

The un
ertainty on the number of deuteron and ele
tron targets is assumed to be very

small 
ompared to other un
ertainties. The isotopi
 purity of the D

2

O(99.918%) is

measured to 0.1% a

ura
y.
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Cross Se
tions

The 
ross se
tions used for neutrino intera
tions on deuterium (CC and NC) are the

e�e
tive �eld theory 
al
ulations des
ribed in [79℄. With a 
hoi
e of L

1;a

= 5:6fm

3

for

the axial two body 
urrent 
oupling 
onstant suggested by the authors, 
ross se
tion


al
ulations agree to better than 1% with NSGK potential model 
al
ulations [78℄

at tabulated energies. The authors quote a theoreti
al un
ertainty of 3% on the CC

total 
ross se
tion, therefore, this is the un
ertainty used in this thesis. We take

the un
ertainty on the total neutrino-ele
tron elasti
 s
attering 
ross se
tion to be

�1:5%.

Solar Model

The un
ertainty on the

8

B 
ux quoted in [5℄ is +20% and -16%. Un
ertainties from

the

8

B energy spe
trum (Ortiz) are estimated from [86℄ to be 1.5%.

8.5.2 Systemati
 Error Summary

Table 8.3 shows a summary of the systemati
 errors. asso
iated with the CC and ES


ux measurements. Note that the 
ross se
tion and solar model errors are reported

separately from the total quoted systemati
 error. To summarize the 
ux results, we

get for the 
ux ratio measured by the CC rea
tion

R

CC

�

CC

data

CC

SSM

= 0:346� 0:017 (stat)

+0:016

�0:017

(syst) �0:010 (xse
)

or a total

8

B neutrino 
ux of (using 5.15�10

6


m

�2

s

�1

for BP2000)

�

CC

8

B

= 1:78� 0:09 (stat)

+0:08

�0:09

(syst) �0:05 (xse
) (�10

6


m

�2

s

�1

)

The 
ux ratio from the ES rea
tion is measured to be
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Sour
e of Error CC Flux ES Flux

Energy S
ale

+4:6

�4:5

+4:6

�3:7

Energy Resolution �0:2 +0:1

Vertex Shift �1:5 �2:0

Vertex Resolution �0:1 �0:1

Angular Resolution

+0:4

�0:4

�1:8

+2:6

Ba
kgrounds

High energy 
-ray �0:6 �1:8

Low energy radioa
tivity 0:0 0:0

Instrumental �0:2 �0:5

Trigger EÆ
ien
y 0:0 0:0

Livetime �0:1 �0:1

Data Redu
tion �0:3 �0:3

Orbital E

entri
ity Corre
tion �0:15 �0:15

Oxygen Isotope Corre
tion �0:012 |

D

2

OTargets �0:1 �0:1

Total Systemati
 Error

+4:6

�4:8

+5:3

�5:0

Cross se
tion 3:0 1:5

Solar Model

+20

�16

+20

�16

Table 8.3: Summary of systemati
 errors (in per
ent).
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R

ES

�

ES

data

ES

SSM

= 0:498

+0:089

�0:083

(stat)

+0:026

�0:025

(syst)

or a total

8

B neutrino 
ux of

�

ES

8

B

= 2:56

+0:46

�0:43

(stat) �0:13 (syst) (�10

6


m

�2

s

�1

)

8.6 Sanity Che
ks

In this se
tion, several sanity 
he
ks on the results are performed. Many useful quality


he
ks on a large subset of the data used in this thesis have already been presented in

the �rst SNO thesis on solar neutrino data [2℄. Examples in
lude re
onstru
ted radial

distributions showing AV boundary and demonstration that the ES peak is washed

out by large 
hanges in the assumed dete
tor lo
ation. In terms of signal extra
tion,

it has been demonstrated with an identi
al extra
tion te
hnique (for all pra
ti
al

purposes) that the proper number of events (and errors) are extra
ted from series of

Monte Carlo data sets [91℄. The important sanity 
he
ks performed for this analysis,

aside from all Monte Carlo 
omparisons with 
alibration sour
e data presented in

Chapter 5, are the degree to whi
h the CC and ES 
ux measurements are robust to


hanges in the �du
ial volume and energy threshold.

8.6.1 Dependen
e on Fidu
ial Volume

Figure 8.10 shows the CC and ES 
ux measurements relative BP2000 SSM predi
tions

as a fun
tion of �du
ial volume 
ut. It 
an be seen from Figure 8.10 that there is very

little dependen
e of these measurements on �du
ial volume 
ut from slightly more

than half the D

2

Ovolume out the AV boundary.
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Figure 8.10: CC and ES 
ux measurements relative BP2000 SSM predi
tions as a

fun
tion of �du
ial volume 
ut. Errors shown are statisti
al only.
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Figure 8.11: CC and ES 
ux measurements relative SSM predi
tions as a fun
tion of

N

Hit

threshold. Errors shown are statisti
al only.

8.6.2 Dependen
e on Energy Threshold

Figure 8.10 shows the CC and ES 
ux measurements relative SSM predi
tions as a

fun
tion of N

Hit

threshold. The CC and ES 
ux dependen
es on N

Hit

are very small

near the analysis threshold, whi
h gives us 
on�den
e that these measurements are

relatively robust to this threshold. At low N

Hit

thresholds, there is a downward trend

for ES and slightly upward trend for CC whi
h is likely related to the in
reased
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neutron 
omponent and/or ba
kgrounds at low N

Hit

. Also, the larger 
hange in ES


ux 
ould be due to the fa
t the the ES statisti
s are quite poor above the analysis

threshold of 65 N

Hit

, and therefore the lower threshold data represents a substantially

di�erent data set in a statisti
al sense.

8.6.3 Removal of Muon Follower Cut

Muons whi
h traverse the D

2

Oregion 
an disso
iate deuterons to produ
e free neu-

trons. As des
ribed in Se
tion 6.5, the muon follower (short) 
ut is designed to 
ut


apture events from these neutrons as well as de
ays of muon spallation nu
lei. By

removing the muon follower 
ut, some fra
tion of these events are introdu
ed into the

data set. However, not all of the muon asso
iated events will be in
luded, be
ause the

N

Hit

burst 
ut des
ribed in Se
tion 6.2.4 will remove a large fra
tion of the spallation

events as well as high multipli
ity (> 4) muon follower neutron events. In addition,

radioa
tive ba
kground events 
an pile-up with the muon event and are therefore

re-introdu
ed as well. The pile-up probability is only substantial at low N

Hit

where

the radioa
tive ba
kground rates are high. Above 65 N

Hit

, events introdu
ed into

the data set by removal of the muon follower 
ut represent a \spike" low multipli
ity

neutron 
apture events in the D

2

O , to a fairly good approximation.

Above our analysis threshold of 65 N

Hit

, 43 additional events were introdu
ed by

removing the muon follower 
ut. After signal extra
tion, the number of \NC" events

in
reased by 28.2 events (65%) and the number of CC events in
reased by 16.9 events

(2.7%). If we lower the threshold extra
tion threshold to 55 N

Hit

for in
reased neutron

sensitivity, the additional number of events from removal of muon follower is 143. In

this 
ase, signal extra
tion results in 108.4 additional \NC" events (58%) and 33.0
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additional CC events (3.7%). In both N

Hit

threshold 
ases, the number of ES events


hanged by less than 2 events.

8.7 CC N

Hit

Spe
trum Compared to SSM

In Se
tion 8.3.2, the extra
ted CC N

Hit

spe
trum was presented. Comparison of this

spe
trum to the SSM predi
tions shows that the extra
ted CC N

Hit

spe
trum is well �t

by an undistorted

8

B neutrino energy spe
trum. Therefore, with the energy threshold


hosen for this analysis (N

Hit

> 65) the data implies a 
ux suppression of 0.35 without

\signi�
ant" high energy distortions (see Figure 8.12). The disadvantage of produ
ing

an N

Hit

rather than energy spe
trum is that it is diÆ
ult to dedu
e from a plot like

that shown Figure 8.12 the sensitivity one has to spe
tral distortions without detailed

knowledge of the dete
tor response.

Figure 8.13 represents the spe
trum as the ratio to BP2000 SSM predi
tions,

both with and with in
lusion of the expe
ted SSM hep 
ux. The �

2

for a energy-

independent 0.35 SSM

8

B suppression is 14.96 (14.13) for 20 degrees of freedom

without (with) in
luding SSM hep. The 
orresponding probabilities are 77.9% with-

out SSM hep and 82.4% with hep in
luded. We therefore 
on
lude that the CC

N

Hit

spe
trum is 
onsistent with a 
at suppression of 35%. The error bars are sta-

tisti
al only and the three data points below our analysis threshold of 65 N

Hit

were

ignored in the �

2


al
ulations.
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Figure 8.12: Comparison of the extra
ted CCN

Hit

spe
trum (169.3 days) with BP2000

SSM predi
tions. Errors shown are statisti
al only.
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Figure 8.13: Ratio of extra
ted CC N

Hit

spe
trum (169.3 days) to BP2000 SSM pre-

di
tions. The line represents the best energy-independent �t to the spe
trum data

(0.356�0.015 for

8

B and 0.353�0.015 for

8

B+hep). Errors shown are statisti
al only.
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8.8 hep Neutrino Flux

The Standard Solar Model predi
ts neutrinos from a very rare part of the pp 
hain

where

3

He and a proton fuse giving the following rea
tion

3

He + p!

4

He + e

+

+ �

e

The predi
ted 
ux is 9.3 x 10

3


m

2

s

�1

, although no 
redible theoreti
al un
ertainties

have been assigned. While the predi
ted hep 
ux is less 0.2% of the

8

B neutrino 
ux,

the neutrino energy distribution does extend past the

8

B endpoint (15 MeV) up to

18.77 MeV. This fa
t allows for a dire
t hep neutrino sear
h by looking for CC and ES

events past the

8

B endpoint, properly taking into a

ount energy s
ale and resolution

un
ertainties. The good energy response a�orded by the CC rea
tion allows SNO

to make a sensitive sear
h for hep neutrinos in 
omparison to sear
hes with the ES

rea
tion.

Two approa
hes to measurement of the hep 
ux are performed. In one method, the

number of events above some suitably 
hosen N

Hit

threshold are 
ounted. Comparison

to the expe
ted ba
kground from

8

B neutrinos (BP200 SSM) gives a signal 
on�den
e

level for hep neutrino indu
ed events. The se
ond method involves �tting for the

number of CC and ES events produ
ed by hep neutrino intera
tions using Monte

Carlo derived distributions as PDFs. The hep signal then be
omes an additional

signal extra
ted from the neutrino data set in addition to the \NC" and

8

B CC and

ES signals.
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8.8.1 Observations Near

8

B Endpoint

In this se
tion, the number of events near the

8

B endpoint are determined to sear
h

for an ex
ess above that expe
ted from

8

B neutrinos themselves. In the absen
e of

other ba
kgrounds, these events (if they exist) are interpreted as the result of hep

neutrino intera
tions in the dete
tor.

The Monte Carlo derived N

Hit

distributions for

8

B and hep neutrinos re
onstru
t-

ing inside the �du
ial volume are used to arrive at a threshold for optimal sensitivity.

Note that this optimal threshold is determined by study of expe
ted signal distribu-

tions without referen
e to the neutrino data itself. Figure 8.14 shows the 
ombined

CC+ES N

Hit

distributions obtained from Monte Carlo of 100 and 4000 times the

BP2000 SSM over our livetime for

8

B and hep neutrinos, respe
tively. Note that the

hep N

Hit

distribution extends further in energy than the

8

B distribution, as expe
ted.

Figure 8.15 shows total number of events expe
ted in the 169.3 day data set as a

fun
tion of N

Hit

threshold for

8

B and hep neutrinos.

To estimate the N

Hit

threshold whi
h maximizes our hep sear
h sensitivity, the fol-

lowing pro
edure was used. For a given N

Hit

threshold, the number of expe
ted events

from

8

B and hep neutrinos based on SSM predi
tions were obtained (see Figure 8.15).

It was assumed that the mean ba
kground to our hep sear
h is the number of expe
ted

events from

8

B neutrinos above the N

Hit

threshold. If the hep neutrino 
ux is a
tu-

ally what the SSM predi
ts, then the number observed events is expe
ted to be the

summed Poisson 
u
tuation of the signal (hep) and ba
kground (

8

B). The Feldman

and Cousins 90% 
on�den
e level upper limit [92℄ is then 
al
ulated (using 
omputer


ode extra
ted from [93℄) for the Poisson 
u
tuated number of \observed" events in

the presen
e of known mean ba
kground from

8

B for the given N

Hit

threshold. This
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Figure 8.14: Combined CC+ES N

Hit

distributions obtained from Monte Carlo of 100

and 4000 times the BP2000 SSM over our livetime for

8

B and hep neutrinos, respe
-

tively.
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Figure 8.15: Total number of events expe
ted in the 169.3 day data set as a fun
tion

of N

Hit

threshold for

8

B and hep neutrinos.
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pro
edure is followed for all thresholds above 110 N

Hit

to �nd the threshold with the

lowest 90% upper bound on the number of signal events. This entire pro
edure is

repeated many times to sample a suÆ
ient number of ba
kground and signal 
u
tu-

ations. For SSM

8

B and hep signals, the distribution of N

Hit

thresholds following this

pro
edure is shown in Figure 8.16. Also shown is the distribution of N

Hit

thresholds

using the measured 
ux suppression of 0.35 times the SSM

8

B. Based on the re-

sults found in this thesis, this is a more proper estimate of the expe
ted hep 
ux

ba
kground.

Motivated by the distributions shown in Figure 8.16, we 
hose an N

Hit

threshold

of 141 when 
onsidering the full SSM

8

B 
ux as the expe
ted ba
kground and an

N

Hit

threshold of 136 for a ba
kground of 0.35 x SSM. For the full SSM above a

threshold of 141 N

Hit

, we expe
t a mean ba
kground of 0.965 events. For the 0.35 x

SSM

8

B 
ux ba
kground, we expe
t a mean ba
kground of 0.788 events.

One event at 168 N

Hit

is observed in the neutrino data set above both thresholds

and inside our �du
ial volume after standard redu
tion is applied. This event is

shown in Figure 8.17. For the full SSM

8

B 
ux ba
kground, the 90% and 99%


on�den
e intervals are [0, 3.4℄ and [0, 5.9℄ events, respe
tively. The number of

expe
ted hep events above 141 N

Hit

is 0.65. Therefore, using this ba
kground, the

90% and 99% upper limits on the hep neutrino 
ux are 5.2 and 9.1 times the BP2000

SSM predi
tions, respe
tively. For the 0.35 x SSM

8

B 
ux ba
kground, the 90% and

99% 
on�den
e intervals are [0,3.6℄ and [0, 6.1℄ events, respe
tively. The number of

expe
ted hep events above 136 N

Hit

is 0.98. Therefore, using the 
ux suppressed

8

B

ba
kground, the 90% and 99% upper limits on the hep neutrino 
ux are 3.7 and 6.2

times the BP2000 SSM predi
tions, respe
tively.

In the absen
e of ba
kgrounds other than

8

B neutrinos in this N

Hit

regime, this
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Figure 8.16: Distribution of N

Hit

thresholds with the best expe
ted sensitivity to a

hep signal based on Monte Carlo signal (hep CC+ES) and ba
kground (

8

B CC+ES)

distributions. The top �gure is for full SSM

8

B and the bottom 
orresponds to the

8

B ba
kground expe
ted from the measurements in this thesis (0.35 SSM from CC).
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Figure 8.17: Event display of hep neutrino 
andidate event found at 168 N

Hit

.
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N

Hit

thr

8

B Mean bg Expe
t hep # obs 90%,99% CI (SSM)

No syst smearing

SSM

8

B bg 141 0.97 0.65 1 [0, 5.2℄, [0, 9.1℄

0.35 SSM

8

B bg 136 0.79 0.98 1 [0, 3.7℄, [0, 6.2℄

Smeared for energy resolution un
ertainty

SSM

8

B bg 141 1.14 0.69 1 [0, 4.7℄, [0, 8.4℄

0.35 SSM

8

B bg 136 0.82 1.04 1 [0, 3.4℄, [0, 5.9℄

Energy s
ale shifted for +1� s
ale un
ertainty

SSM

8

B bg 141 1.48 0.80 1 [0, 3.7℄, [0, 6.8℄

0.35 SSM

8

B bg 136 1.22 1.18 1 [0, 2.7℄, [0, 4.8℄

Energy s
ale shifted for -1� s
ale un
ertainty

SSM

8

B bg 141 0.97 0.59 1 [0, 5.7℄, [0, 10.1℄

0.35 SSM

8

B bg 136 0.68 0.90 1 [0, 4.1℄, [0, 6.9℄

Table 8.4: Summary of hep results using observations near the

8

B endpoint.

one event 
an be interpreted as either a hep neutrino-indu
ed event or 
u
tuation of

the mean

8

B ba
kground of 0.788 events. While neither of these hypotheses 
an be

disproven, a look at the pla
ement of this event within the Cerenkov signal box raises

some suspi
ion about this event being neutrino-indu
ed at all. Figure 8.18 shows

ITR versus �

2


orr

for the sele
ted events 
omprising the redu
ed data set, where it


an be seen that the hep 
andidate event is near the 
orner of the Cerenkov signal

box. From Figure 8.18, it is likely that this event is instrumental in origin rather

than from a neutrino intera
tion. One 
annot de�nitively 
on
lude from this plot

that this is indeed the 
ase, however, be
ause Cerenkov light has a non-zero (albeit

small) probability of having these parameters values.

Table 8.4 shows a summary of the hep neutrino results using observations near

the

8

B endpoint. Also in
luded are the results when energy s
ale and resolution

systemati
s are in
luded. Note that the only energy systemati
 whi
h worsens the

hep limit obtained is a 1.3% downward shift in the energy s
ale. In
luding this

systemati
 and using the measured

8

B 
ux suppression obtained in this thesis, the
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Figure 8.18: ITR versus �

2


orr

for sele
ted events 
omprising the redu
ed data set.

This �gure shows that the hep neutrino 
andidate event lies near the 
orner of the

Cerenkov signal box. Also shown are

16

N and 
asher events, showing that the sele
ted

data 
losely resemble a Cerenkov light 
alibration sour
e. Flasher events are simply

shown for referen
e, rather than to imply that the the hep neutrino 
andidate event

is the tail of the 
asher distribution.
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90% and 99% upper limits on the hep 
ux are 4.1 and 6.9 times the BP2000 SSM


ux.

8.8.2 Fitting for the hep Signal

In addition to the

8

B endpoint measurements presented in the previous se
tions, the

number of hep neutrinos 
an be statisti
ally determined from the 
omplete data set

using PDFs derived from hep Monte Carlo signal distributions. In this method, the

hep neutrino signal is simply 
onsidered as another signal type to be extra
ted from

the data using the signal extra
tion te
hniques des
ribed in Se
tion 8.2.1.

The main observable whi
h separates hep neutrinos from other signal types is

that hep neutrinos have higher energies on average. Therefore, we anti
ipate that the

hep N

Hit

PDF will be the most important one for separating CC and ES hep events

from the other signal types from

8

B. The hep CC + ES signal N

Hit

PDF is shown in

Figure 8.19.

The number of hep events statisti
ally extra
ted from the data set is 15:14

+11:61

�8:83

.

Monte Carlo simulation of 4000�SSM (BP2000) hep 
ux of 9:3� 10

3


m

�2

s

�1

yields

15.4 hep CC+ES events expe
ted over our neutrino livetime. The 3� upper limit on

the hep rate obtained by this method is 3.2 times the BP2000 SSM rate.

8.9 Summary

In this 
hapter, neutrino signals were extra
ted from the redu
ed data set 
orrespond-

ing to 169.3 days of livetime. The main fo
us of these extra
tions was the CC and ES

total 
ux measurements, whi
h were shown to be substantially lower than BP2000

SSM predi
tions - 35% of SSM 
ux for CC and 50% of SSM for ES. In addition, the
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Figure 8.19: Monte Carlo hep CC+ES distribution in N

Hit

for 40000xSSM (BP00)

over the neutrino data livetime. The N

Hit

distribution is �t to a sum of two Gaussian

fun
tions.

�rst CC N

Hit

spe
trum and hep neutrino 
ux analyses in SNO were presented. It was

shown that the CC spe
trum is 
onsistent with that expe
ted from an undistorted

8

B neutrino spe
trum. Two approa
hes to hep 
ux analysis were presented. Through

observations near the

8

B endpoint with 
onsideration of energy systemati
s, hep 
ux

limits of 4.1 (90% C.I.) and 6.9 (99% C.I.) times SSM expe
tations were obtained.

A statisti
al �t for the hep 
ux signal yielded a 3� upper limit of 3.2 times the SSM

expe
ted 
ux.
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Chapter 9

Con
lusions and Dis
ussion

In this 
hapter, we dis
uss what 
an be learned from the solar neutrino results pre-

sented in Chapter 8.

9.1 CC and ES Rates

It was mentioned in Chapter 2 that the CC and ES rea
tions have di�erent sensitivities

to neutrino 
avor. In the 
ontext of solar neutrinos, the CC rea
tion only o

urs for

ele
tron neutrinos while the ES rea
tion has mixed sensitivity to all neutrino 
avors

through the additional NC 
omponent to the s
attering

1

. Therefore, 
omparison

between observed rates of CC and ES events initiated by solar neutrinos 
an be

used to probe the 
avor 
ontent of

8

B neutrinos rea
hing the Earth. If the solar

neutrino problem is due to solar �

e

's os
illating into either muon or tau neutrinos,

the 
ux derived from CC data will be smaller than the 
ux derived from ES data.

Alternatively, if �

e

! �

s

os
illations are the explanation of the solar neutrino problem,

1

Re
all that at solar neutrino energies, the 
ross se
tion for �

e

s
attering on ele
trons is 6-7 times

that of �

�

and �

�

.
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the

8

B 
ux determined from CC and ES rate measurements will be the same.

The measured

8

B neutrino 
ux determined from the CC data is

�

CC

8

B

= 1:78� 0:09 (stat)

+0:08

�0:09

(syst) (�10

6


m

�2

s

�1

)

and as measured by the ES rea
tion,

�

ES

8

B

= 2:56

+0:46

�0:43

(stat) �0:13 (syst) (�10

6


m

�2

s

�1

)

The ratio of these two 
ux measurements is

�

CC

ES

�

SNO

= 0:695

+0:156

�0:120

whi
h is less than unity by 2.0�. Monte Carlo methods were used to estimate the

error on the ratio assuming an asymmetri
 Gaussian distribution with appropriate

varian
es for ea
h of the CC and ES results

2

. The 
on�den
e level for a CC/ES

ratio less than unity from Monte Carlo of these asymmetri
 Gaussian distributions is

95.5%. The fa
t that the SNO CC measured 
ux is 2� lower than that measured by

the ES rea
tion is suggestive of a
tive neutrino os
illations. However, the signi�
an
e

is poor due to the limited ES statisti
s in SNO for the 169.3 day livetime.

SuperKamiokande has 
olle
ted a mu
h larger sample of elasti
 s
attering events

whi
h 
an be 
ompared to the SNO CC measured neutrino 
ux. After 1258 days

of solar neutrino data 
olle
tion, SuperKamiokande measures a 
ux of 2:32

+0:09

�0:08

�

10

6


m

�2

s

�1

above an ele
tron energy threshold of 5 MeV [12℄. The SNO CC to

Superkamiokande ES 
ux ratio is

CC

SNO

ES

SK

= 0:767

+0:067

�0:062

2

For simpli
ity, the CC and ES errors were assumed to be un
orrelated in the ratio error deter-

mination.
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whi
h is 3.5� from unity. The 
on�den
e level for a CC/ES ratio less than unity using

the SuperKamiokande result and the same Monte Carlo method previously mentioned

to estimate the ratio error is greater than 99.98%. We 
on
lude that this result

represents eviden
e for �

e

! �

�;�

os
illations as an explanation of the solar neutrino

problem. While a small admixture of �

e

! �

s

os
illations 
annot be ruled out, this

result strongly disfavors ex
lusive os
illation into a sterile state for solar neutrinos.

This result is also 
onsistent with the �rst hint of a
tive neutrino os
illations in SNO

presented in [2℄.

It should be remarked that although the SNO ES statisti
s are rather limited,

the ES results found in this thesis are 
onsistent with the SuperKamiokande elasti


s
attering results. The SNO CC and ES signals are similar in many regards - same

�nal state (e

�

), 
omparable energy distributions, et
 - so we might expe
t that a

serious problem with the CC analysis (e.g. mis-estimated signal sa
ri�
e from redu
-

tion) would also manifest itself in ES results that are in disagreement with the high

statisti
s SuperKamiokande result (assuming this to be 
orre
t). The 
onsisten
y of

our ES measurement with SuperKamiokande gives us some additional 
on�den
e in


omponents of the CC analysis in 
ommon with the ES measurement of the

8

B 
ux.

9.1.1 Neutrino Flavor Content of

8

B Flux

It has been demonstrated that the CC

SNO

/ES

SK

ratio is signi�
antly less than one in

this analysis. Sin
e the relative sensitivity of neutrino elasti
 s
attering from ele
trons

for �

e

and other a
tive neutrinos (�

�;�

) is known, the 
avor 
ontent of

8

B neutrinos


an dedu
ed by 
omparing CC and ES 
ux measurements. The SNO CC rate is used
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to measure the total

8

B �

e


ux, �

�

e

,

�

CC

= �

�

e

(9.1)

The ES measured 
ux, �

ES

,has sensitivity to both �

e

and �

�;�

, and may therefore


onsist of a mixture of these neutrino \types"

3

,

�

ES

= �

�

e

+

1

6:7

�

�

�;�

(9.2)

where the 1/6.7 fa
tor is the ratio of total �

�;�

to �

e

ES 
ross se
tions over the relevant

8

B solar neutrino energy range

4

.

Simple 
omparison of Equations 9.1 and 9.2 gives the following relations for the

�

e

, �

�;�

, and total a
tive neutrino 
ux, �

tot

,

�

�

e

= �

CC

�

�

�;�

= 6:7(�

ES

��

CC

) �

tot

= �

�

e

+�

�

�;�

= 6:7�

ES

� 5:7�

CC

Inserting the SNO CC measurement obtained in this thesis of �

CC

8

B

= 1:78

+0:13

�0:14

�

10

6


m

�2

s

�1

and the SuperKamiokande ES measurement of 2:32

+0:09

�0:08

�10

6


m

�2

s

�1

we

get,

�

�

�;�

= 3:62

+1:06

�1:08

� 10

6


m

�2

s

�1

�

tot

= 5:39

+1:07

�1:09

� 10

6


m

�2

s

�1

Noti
e that the non-ele
tron a
tive neutrino 
omponent of the

8

B 
ux is measured

to be 3.4� from zero. Also, the total a
tive 
ux of

8

B neutrinos is 
onsistent with

the most re
ent BP2000 (modi�ed) 
ux of 5:05

+1:01

�0:81

� 10

6


m

�2

s

�1

. These results are

summarized in Figures 9.1 and 9.2.

3

Muon and tau neutrinos 
annot be distinguished in these CC and ES 
omparisons.

4

This ratio is only weakly energy dependent over this neutrino energy range. For example, inte-

gration of the 
ross se
tions over ele
tron energies from 5 MeV (SuperK threshold) to the kinemati


limit yields 1/6.76 and 1/6.60 for the ratios at 7 MeV and 14 MeV neutrino energy, respe
tively.

Radiative 
orre
tions have not been in
luded.
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Figure 9.1: Measurement of the non-ele
tron a
tive neutrino 
omponent of the

8

B 
ux

though 
omparison of SNO CC and Superkamiokande ES 
ux results. The negatively

sloping band represents the �1� �

�;�


ux versus the �

e


ux. The measured �

e


ux

from the SNO CC rate is shown as a verti
al band. The 68.3%, 95%, 99%, and 99.7%


on�den
e intervals (ellipses) are shown in the �gure along with the measured �

�;�


ux of 3:62

+1:06

�1:08

� 10

6


m

�2

s

�1

. Figure motivated from work by A. Hime.
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Figure 9.2: Measurement of the total a
tive

8

B neutrino 
ux though 
omparison of

SNO CC and Superkamiokande ES 
ux results. The negatively sloping band rep-

resents the �1� total a
tive neutrino 
ux versus the �

e


ux. The measured �

e


ux

from the SNO CC rate is show as a verti
al band. The 68.3%, 95%, 99%, and 99.7%


on�den
e intervals (ellipses) are shown in the �gure along with the measured total

a
tive neutrino 
ux of 5:39

+1:07

�1:09

� 10

6


m

�2

s

�1

. Also shown is the total neutrino 
ux

predi
ted by the BP2000 SSM and the SNO CC result (simply the verti
al band

shown on the �

total

axis). Figure motivated from work by A. Hime.
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9.1.2 MSW Analysis of the CC Rate

It has been shown in this thesis that the measured CC rate is substantially lower

than the rate from

8

B neutrinos predi
ted by the BP2000 Standard Solar Model.

This de�
it of solar �

e

's measured through the CC rea
tion 
an be interpreted in the


ontext of neutrino os
illations. In this se
tion, we present the regions of the MSW

plane (two-
avor os
illations) 
onsistent with the CC measurement.

Allowed regions in the MSW plane (�m

2

, sin

2

2�) are 
al
ulated by the following

pro
edure. The Monte Carlo is used to generate CC events for 10� SSM rate over

our neutrino livetime assuming no os
illations. A 33�33 grid of log(�m

2

)-log(sin

2

2�)

points extending from log(�m

2

) = [�3;�11℄ and log(sin

2

(2�)) = [�4; 0℄ in the MSW

plane is 
onstru
ted. The MSW 
ode within SNOMAN is used to 
al
ulate the

�

e

survival probability as a fun
tion of energy for ea
h grid point. Events from the

no-os
illation data set are randomly dis
arded a

ording to the neutrino survival

probability fun
tion at the MSW grid point. We have therefore 
onstru
ted the

number of expe
ted events at ea
h grid point in the MSW plane. This grid is fed

into a bi-
ubi
 spline interpolation routine whi
h is used as a 
ontinuous fun
tion for

interpolating the expe
ted fra
tion of events at arbitrary points in the MSW plane.

The allowed regions in the MSW plane 
orresponding to a given CC 
ux ratio

result, R

meas

, are determined by 
al
ulating the �

2

-fun
tion

�

2

(�m

2

; sin

2

2�) =

h

R

meas

� R

th

(�m

2

; sin

2

2�)

i

2

�

2

(9.3)

where R

th

is the expe
ted 
ux ratio as a fun
tion of the MSW parameters (from

the interpolation fun
tion) and � is the total error 
ombining statisti
al, systemati
,
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and un
ertainty in the SSM total

8

B 
ux. The allowed regions in the plane are

determined from 
hanges in the �

2

-fun
tion, ��

2

, relative to the global minimum

�

2

min

in the plane. The allowed regions at some 
on�den
e level, CL, are those whi
h

satisfy �

2

� �

2

min

+ ��

2

(CL). For 2 degrees of freedom, ��

2

(95:4%) = 6:17 and

��

2

(99%) = 9:21.

The 95.4% and 99% allowed regions for the CC 
ux measurement performed in

this thesis,

R

CC

�

CC

data

CC

SSM

= 0:346� 0:017 (stat)

+0:016

�0:017

(syst) �0:010 (xse
)

in
luding the solar model error of +20%, -16%, are shown in Figure 9.3.

9.2 CC Spe
trum

The CC N

Hit

spe
trum extra
ted from the 169.3 day neutrino data set was presented

in Se
tion 8.3.2. It was dis
ussed in Se
tion 2.4 that neutrino os
illations 
an manifest

themselves as an observed distortion in the energy spe
trum of ele
trons produ
ed by

neutrino intera
tions in the dete
tor be
ause of the neutrino energy dependen
e of

the survival probability. In this se
tion, we 
ompare the extra
ted CC N

Hit

spe
trum

to the expe
ted spe
trum from various os
illation solutions.

Based on a re
ent global analysis [21℄ of 
urrent solar neutrino experimental re-

sults, several best �t os
illation parameters (�m

2

, tan

2

�) are determined. The CC

extra
ted N

Hit

spe
trum results overlaid with the predi
ted CC N

Hit

spe
tra from

8

B

for several of these solutions are shown in Figure 9.4 for os
illation into a
tive neu-

trinos and Figure 9.5 for os
illation into sterile neutrinos. These solutions all give

di�erent predi
tions for the

8

B 
ux suppression (relative to SSM predi
tions), so they
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95.4% C.I.

99% C.I.

Figure 9.3: Allowed MSW regions at 95.4% and 99% 
on�den
e for the average

CC 
ux (rate only) measurement presented in this thesis, relative to BP2000 SSM

predi
tions.
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Figure 9.4: Comparison between the extra
ted CC N

Hit

spe
trum and global best �t

solutions from [21℄ for a
tive neutrino os
illations.
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Solution �m

2

(eV

2

) tan

2

� �

2

(20 d.f.) g.o.f.

LMA 4:2� 10

�5

2:6� 10

�1

13.21 86.8%

SMA 5:2� 10

�6

5:5� 10

�4

14.77 78.9%

LOW 7:6� 10

�8

7:2� 10

�1

13.91 83.5%

VAC 1:4� 10

�10

3:8� 10

�1

26.25 15.8%

Sterile SMA 4:2� 10

�6

6:0� 10

�4

14.66 79.6%

Sterile VAC 1:4� 10

�10

3:6� 10

�1

25.05 19.9%

Undistorted

8

B | | 14.96 77.9%

Table 9.1: Global best �t solutions from [21℄ with the �

2

and GOF obtained from CC

spe
trum measurement shown for ea
h solution. A 
omparison of the CC spe
trum

results with an undistorted

8

B spe
trum are also shown.

have been s
aled to the solar �

e

suppression measured in this thesis through the CC

rea
tion (35%). This is done to test the shape of their spe
tral predi
tions without

referen
e to the total rate. Also shown is the s
aled spe
trum for undistorted

8

B.

One 
an see from these �gures that distin
tion between the various solutions

be
omes more signi�
ant at lower energy where distortions are more substantial.

This is not all that surprising from the survival probabilities shown in Figure 2.6.

Also, SuperKamiokande spe
tral data for whi
h there is no substantial distortion

above a 5 MeV threshold is in
luded in the global analysis. Table 9.1 summarizes

these solutions and also shows the �

2

GOF for the measured CC N

Hit

spe
trum. It


an been seen that dis
rimination between the MSW global best �t solutions is not

possible in this analysis, as all give essentially the same good �t to the spe
tral data.

The va
uum solutions, both for a
tive and sterile neutrino os
illations, are slightly

disfavored from the other solutions based on our CC spe
trum results, however. More


on
lusive statements about the CC spe
trum will be possible in future analyses of a

larger data set whi
h spe
i�
ally address di�erential systemati
s.
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9.3 hep Flux

Limits on the hep 
ux were obtained using both observations near the

8

B endpoint and

statisti
al extra
tion te
hniques. SuperKamiokande has reported [13℄ after 1258 days

of neutrino livetime a 90% upper limit on the hep 
ux of 4.3 times the BP2000 SSM

predi
tion using a te
hnique analogous to

8

B endpoint measurement presented in this

thesis. We obtain a 90% upper limit of 4.1 times the BP2000 SSM hep 
ux. This limit

is 
omparable to the SuperKamiokande limit after only 169.3 days of livetime due to

the better energy response and larger 
ross se
tion of the CC rea
tion 
ompared to

that from neutrino-ele
tron elasti
 s
attering.

It should be remarked that in this analysis,

8

B neutrinos are assumed to represent

the only hep neutrino ba
kground. A more 
omplete treatment of other possible

ba
kgrounds at high energy should be in
luded in future hep analyses. While limits

on instrumental and high energy 
-ray ba
kgrounds have been presented in this thesis,


ontributions from the low energy tail of atmospheri
 �'s have not been estimated.

9.4 Final Remarks

Eviden
e was presented in this thesis for �

e

! �

�;�

os
illations through measurement

of the

8

B solar neutrino 
avor 
ontent by 
omparison of the CC measured

8

B 
ux with

ES measurements from Superkamiokande. Pure �

e

! �

s

os
illations are ex
luded at

greater than the 99.7% C.I. As SNO 
ontinues to add statisti
s on its own ES signal,

these results should be 
on�rmed with a higher degree of 
ertainty. It was re
ently

brought to our attention that sizeable radiative 
orre
tions to the CC 
ross se
tion
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may be present. Cal
ulations performed in [94, 95℄ suggest that these 
orre
tions

5

may in
rease the CC 
ross se
tion over the solar neutrino energy range by up to 6%.

An in
rease in the CC 
ross se
tion only makes our eviden
e for �

e

! �

�;�

os
illations

stronger sin
e it de
reases the CC/ES ratio. However, we remark that our CC 
ux

measurement would be redu
ed to �

CC

8

B

= 1:67

+0:12

�0:13

� 10

6


m

�2

s

�1

(33.1% of BP2000

modi�ed) if the CC 
ross se
tion is in
reased by 6% as the authors suggest.

While the eviden
e for a non-zero �

�;�


omponent to solar

8

B neutrino 
ux pre-

sented in this thesis has been interpreted in the 
ontext of neutrino os
illations, this

may not be the only possible interpretation. As mentioned in Chapter 2, other neu-

trino 
avor 
hanging me
hanisms have been proposed to explain the solar neutrino

problem

6

. Many of these \exoti
" me
hanisms predi
t spe
tral distortions di�erent

from those 
onsistent with the os
illation hypothesis, so future improvements in the

CC spe
trum measurement might play an important role in 
onstraining these mod-

els. Also, a signi�
ant day-night asymmetry - if observed - would be very diÆ
ult to

in
orporate into many of these exoti
 solutions.

Measurement of the total neutrino 
ux by the neutral 
urrent rea
tion will provide

a more dire
t test of the neutrino os
illation hypothesis when 
ompared to the CC

results. It will also test the total neutrino 
ux measurements obtained through the


avor analysis of CC/ES. We look forward to up
oming neutral 
urrent measurements

in both the pure D

2

Ophase and future salt phase of the experiment. We also look

forward to future sear
hes in SNO for additional os
illation signatures (e.g. day-night

asymmetry, spe
tral distortions) and other hints of new physi
s provided by Nature

through neutrinos.

5

and a 
orre
tion for the value of g

A

used in BCK and NSGK 
al
ulations.

6

See Se
tion 2.3.4 for examples and referen
es.
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Appendix A

The Path Fitter: Future

Development

A.1 Suggestions for Future Work

A few suggestions for future development of the Path Fitter re
onstru
tion method

are listed below.

� Path dependent speed of light.

� Double pre
ision for both simulated annealing and MINUIT

� Use NHIT dependent angular distribution (need RSP-like obje
t for position

dependen
e?) for �tting and GOF 
al
ulation or at least one averaged over the

ele
tron spe
trum from

8

B neutrinos.

� Allow for alternate hypothesis/angular and time distributions like 
s and Cl


aptures?
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� Fix up time GOF or develop new method.

� Re-investigate late light path 
al
ulations, parti
ularly the e�e
t of in
orporat-

ing simple models of re
e
tions and s
attering.

� Turn on use of unhit tubes.

� Continue investigation PDF 
al
ulations that put ea
h PMT at the Cerenkov

angle and 
al
ulate the s
attering probabilities. This was a 
onsidered as pos-

sible �x for the angular drive problem.

� Use PMT solid angle in �-symmetry GOF test.

� Figure out how to speed up 
al
ulation of 2d angular GOF test.

A.2 The 'Paths' Approa
h

As des
ribed in Se
tion 4.3.3, the original Path Fitter approa
h was to 
onstru
t

a PDF for ea
h ele
tron position, dire
tion, and time that is a sum of all possible

photon paths from the ele
tron to a given PMT, weighted by the relative probability

of ea
h path (See Figure A.1). That is

P

i

(n

i

; t

i

; ~r

e

;

^

d

e

; t

e

) =

X

jpaths

P

ij

(n

i

; t

i

; ~r

e

;

^

d

e

; t

e

) (A.1)

Grouping the overall PDF into the sum of dire
t light, s
attering, and re
e
tions, we

get

P

i

(n

i

; t

i

; ~r

e

;

^

d

e

; t

e

) = f

dire
t

P

dire
t

(n

i

; t

i

; ~r

e

;

^

d

e

; t

e

)
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Figure A.1: S
hemati
 pi
tures of the di�erent photon path 
onsidered in the Path

Fitter PDF 
al
ulations.
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e
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) (A.2)

The point of this appendix is to do
ument the 
al
ulations behind some of the at-

tempts that were made to in
lude, in a simple way, late light in the Path Fitter PDFs.

The 
al
ulational toy model used was to assume spheri
al spe
ular re
e
tions o� the

PSUP and uniform, isotropi
 s
attering in the water volume, with both assumed to

be wavelength independent. Re
e
tions and s
attering are des
ribed in Se
tion A.3

and A.4, respe
tively.

In Equation A.2, the dire
t light term represents a single path, whi
h if one only


onsiders PMTs hit on
e, we get

P

dire
t

(t

i

) = P

TIM

(t

i

)N




�

i

e

�N




�

i

(A.3)

where

�

i

=

1

2�

g(
os�

d

i

)


d

i

(A.4)
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Re
all that g(
os�) is the angular distribution of Cerenkov photons and !

d

i

is the solid

angle subtended by the i

th

PMT viewed from the hypothesized ele
tron position.

The next two se
tion outline how one 
ould get PDFs for re
e
ted and s
attered

light in this simpli�ed 
al
ulational toy model.

A.3 Spheri
al Spe
ular Re
e
tions

The dominant re
e
tions in SNO events are re
e
tion o� of the PMT glass and


on
entrators. The a
tual re
e
tion angles that result in the SNO geometry are


ompli
ated, parti
ularly when one 
onsiders arbitrary sour
e positions within the

dete
tor. However, one might expe
t there to be a near spe
ular 
omponent to the

re
e
tions o� the PMT glass, and so it is worthwhile 
onsidering how one would

in
orporate a simple spe
ular re
e
tion model into re
onstru
tion.

The form of the PDF for re
e
tions is same as Equation A.3, ex
ept now there

are (as will be demonstrated in Se
tion A.3.3) dis
rete spe
ular re
e
tion paths, j,

that 
onne
t the hypothesized sour
e position and i

th

PMT,

P

refl

j

(t

i

) = P

TIM

j

(t

i

)N




�

ij

e

�N




�

ij

(A.5)

where

�

ij

=

1

2�

g(
os�

r

ij

)


r

ij

(A.6)

In the 
ase of re
e
tions, �

r

ij

is the angle between the hypothesized ele
tron dire
tion

and the ve
tor from the ele
tron position to the point on the PSUP where the j

th

re
e
tion takes pla
e, and 


r

ij

is the solid angle subtended by the i

th

PMT when viewed

from the re
e
tion point (see Figure A.1). Therefore, the entire problem is redu
ed to
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solving the general spheri
al mirror problem for all possible spe
ular re
e
tion path


onne
ting a point inside the sphere and a point on the sphere. This general solution

derived in Se
tion A.3.3 and 
ode implementing this solution is installed as part of

the Path Fitter in SNOMAN (see the routine ftp re
 solve.for).

A.3.1 Introdu
tion

There are two distin
t approa
hes to spheri
al re
e
tions presented in this appendix,


orresponding to two di�erently stated problems. In Se
tion A.3.2, the problem of

generating spheri
al re
e
tions given a sour
e point and the dire
tion of the gener-

ated photon is dis
ussed. In this 
ase, a solution of the 1

st

order re
e
tion problem

involves �nding the distan
e to the sphere, the re
e
tion point on the sphere, and

the dire
tion of the re
e
ted photon. This is more along the lines of a Monte Carlo

approa
h where one 
an generate the n

th

order re
e
tion path of the photon through

an iterative solution of the 1

st

order problem. The 
onsideration of this formulation of

the re
e
tion problem is largely histori
al, as it was used in the \bomb" �tter brie
y

dis
ussed in Se
tion 4.3.3. It is in
lusion in this appendix is mostly for 
ompleteness

of the dis
ussion on spheri
al re
e
tions.

In
orporating re
e
tions into the Path Fitter requires a di�erent formulation of

the re
e
tion problem in terms of a sour
e and sink point rather than a sour
e point

and dire
tion. Se
tion A.3.3 deals with the problem of generating all possible 1

st

order

spe
ular re
e
tion paths between an arbitrary sour
e point (e.g a photon) within a

sphere and a sink point on the sphere (e.g. a phototube). This involves �nding

the generated photon dire
tion from the sour
e point, the re
e
tion point on the

sphere, and the total path length for ea
h re
e
tion path solution. This approa
h is
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Figure A.2: Re
e
tion problem de�ned by sour
e point G and photon dire
tion

^

d




potentially useful for a �tter whi
h 
onsiders Cerenkov photon re
e
tion paths from

a relativisti
 ele
tron to a hit phototube (e.g. the Path Fitter), however it la
ks the

ability to iteratively determine multiply re
e
ted photon paths in a simple way like

the previous approa
h.

A.3.2 Re
e
tion Paths Given Sour
e Point and Dire
tion

The problem of generating all possible re
e
tion paths (up to n

th

order) redu
es to

iterative 
alls to a routine whi
h, given a photon generation point G and a dire
tional

unit ve
tor

^

d




, 
an �nd (see Figure A.2):

� The distan
e, m, from the photon generation point to the sphere in the dire
tion

of

^

d




.

285



� The point on the sphere P where the re
e
tion will take pla
e.

� The dire
tional unit ve
tor

^

d

r

of the re
e
ted photon.

Let ~r




�

~

OG represent the generated photon position ve
tor and ~r

p

�

~

OP repre-

sent the re
e
ted photon position ve
tor on the sphere so that ~r

p

= Rr̂

p

. Then we

have the ve
tor equation

m

^

d




+ ~r




= ~r

p

(A.7)

relating the photon dire
tion to the generated and re
e
ted points. Squaring both

sides yields an equation quadrati
 in m

m

2

+ 2m~r




�

^

d




+ r

2




� R

2

= 0 (A.8)

whi
h has solutions solutions given by

m = �~r




�

^

d




�

r

(~r




�

^
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2

� (r

2




�R
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) (A.9)

Re
e
tion solutions only exist for m nonnegative and real, so we require

m > 0 and (~r




�

^

d




)

2

� (r

2




� R

2

) � 0 (A.10)

There are three spe
i�
 
ases to 
onsider:

� G inside sphere (r




< R): Positive root ensures there is one and only one

solution:

m = �~r




�

^

d




+

r

(~r




�

^

d




)

2

� (r

2




�R

2

) (A.11)
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� G on sphere (r




= R): For m > 0, we get one solution:

m = �~r




�

^

d




+

r

(~r




�

^
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)

2

(A.12)

� G outside sphere (r




> R): For m > 0, there are two 
ases:
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Photon tangent to sphere ) one solution:

m = �~r




�

^

d




(A.13)

{ Case 2: (~r
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Photon within tangents to sphere ) two solutions:
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8

>

>

<

>

>
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(A.14)

On
e m is known, the ve
tor to the re
e
tion point on the sphere is simply given by

~r

p

= m

^

d




+ ~r




(A.15)

Now that the re
e
tion point has been determined, the re
e
ted dire
tional unit

ve
tor

^

d

r


an be 
omputed assuming spe
ular re
e
tion.

^

d

r

is related to r̂

p

and

^

d




by

the following three relations:

r̂

p

�

^

d




= �r̂

p

�

^

d

r

(�

i

= �

r

)

(r̂

p

�

^

d




) �

^

d

r

= 0 (
oplanar)

^

d

r

�

^

d

r

= 1 (unit ve
tor)
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Dire
t algebrai
 solution of this system of equations is intra
table in the original

(SNO) 
oordinate system for arbitrary r̂

p

and

^

d




. The strategy is then to rotate into

a system in whi
h the previous set of equations is easily solved for

^

d

r

and then rotate

ba
k into the original system. The rotated system is 
hosen su
h that the z-axis lines

up with r̂

p

and

^

d




lies in the xz-plane. So in the �nal rotated system (unprimed), the

re
e
ted dire
tional unit ve
tor is

^

d

r

= d

r

x

x̂+ d

r

y

ŷ + d

r

z

ẑ and

r̂

p
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(r̂

p

�

^

d




) �

^

d

r

= 0) d
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Therefore, in the rotated system,

^

d
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= �

q

1� d

2




z

x̂� d




z

ẑ (A.16)

where + is for d




x

> 0 and - is for d




x

� 0.

So the problem is now redu
ed to 
omputing the rotation matrix R (and R

�1

through matrix inversion or inverse rotation) between the original (triple-primed)

and �nal rotated (unprimed) 
oordinate systems. This is a

omplished by a (ZXY)

Euler rotation about three Euler angles Æ; �; �. In words, this is a rotation around the

z

000

-axis by angle Æ, then rotation around the x

00

-axis by angle �, and �nally a rotation

around the y

0

-axis by angle �. Suitably 
hosen Æ; �, and � then aligns the z-axis with

r̂

p

and

^

d




will lie in the xz-plane, allowing use of the previously derived equation for

^

d

r

.

The angle Æ is related to the x

000

-
omponent of a unit ve
tor 
̂

r

lying in the x

000

y

000

-

plane whi
h is 
oplanar to the ve
tors r̂

p

and

^

d




. Spe
i�
ally, Æ = 
os

�1

(


r

x

000

), and so
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we now need to 
al
ulate 
̂

r

in the triple-primed system. Leaving the tedious algebrai


details out, the solution for 
̂

r

= 


r

x

000

x̂ + 


r

y

000

ŷ of the equations

(r̂

p

�
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= 0 
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r
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= 1 (A.17)

yields




r

x

000

=

r

p

x

000

d




z

000

� r

p

z

000

d




x

000

n




and 


r

y

000

=

r

p

y

000

d




z

000

� r

p

z

000

d




y

000

n




(A.18)

where

n




=

q

(r

p

x

000

d




z

000

� r

p

z

000

d




x

000

)

2

+ (r

p

y

000

d




z

000

� r

p

z

000

d




y

000

)

2

(A.19)

So then,
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) (A.20)

The angle � is related to the z

00

-
omponent of the unit ve
tor r̂

p

proje
ted in

the y

00

z

00

-plane. Therefore, we need to do the previous z

000

rotation by angle Æ and

transform r̂

p

into the double-primed system (the system after the Æ rotation). Then,

� = 
os

�1

(

r

p

z

00

q

r

2

p

y

00

+ r

2

p

z

00

) (A.21)

Now when we perform a rotation by angle � around the x

00

-axis, the

^

z

0

,

^

x

0

, r̂

p

, and

^

d




unit ve
tors are all 
oplanar. This leaves one more rotation around the y

0

-axis to

generate the desired �nal rotated (unprimed) system (and the rotation matrix R) by
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angle � given by

� = 
os

�1

(r

p

z

0

) (A.22)

Now that we haveR, we 
an translate any ve
tor

~

V

000

in the triple-primed (original)

system to the unprimed (rotated) system by

~

V = R

~

V

000

(A.23)

In order to transform ba
k, we need to 
ompute R

�1

through either matrix inversion

or by doing the inverse rotation (i.e. (YXZ) Euler rotation with Euler angles ��, ��,

�Æ) and then

~

V

000

= R

�1

~

V (A.24)

Therefore, with R, R

�1

, and the previous relations, the re
e
ted dire
tion of the

photon in the SNO frame is determined.

As mentioned earlier, one of the ni
e things about setting up and solving the

spheri
al re
e
tion problem in terms of a generation point and an initial photon

dire
tion is that multiple re
e
tions are handled simply by iteration of the above

algorithm. As an example, Figure A.3 shows a few 5

th

-order re
e
tion paths o� a two

sphere system generated using a fortran routine whi
h implements the algorithm in

this se
tion.

A.3.3 Re
e
tion Paths Given Sour
e and Sink Points

In this 
ase, we are given a photon sour
e point E within a spheri
al region of radius

R 
entered at point O and a photon dete
tion point P on the surfa
e of the sphere

(see Figure A.4). For all possible spe
ular re
e
tion paths from E to P, we wish to
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Figure A.3: Re
e
tion paths o� 
on
entri
 spheres of radius 850 and 600
m for an

initial photon at (0,500) in the (-1,0) dire
tion
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Figure A.4: Re
e
tion problem de�ned by sour
e point E and sink point P

�nd:

� The point on the sphere R where the re
e
tion will take pla
e.

� The dire
tional unit ve
tor

^

d of the generated photon from the sour
e point E.

� The total path length from the photon generation point E to the sink point P

(i.e.

~

ER +

~

RP ) in the dire
tion of

^

d.

It should be noted that the labeling of sour
e and sink points is merely for 
on
eptual

purposes - we are just trying to �nd a point R on the sphere 
onne
ting points E and

P whi
h is 
onsistent with the 
onstraints of spe
ular re
e
tion.

The interse
tion of a plane de�ned by the points E, P, and O and a sphere of

radius R 
entered at O is a great 
ir
le of radius R. It is upon this great 
ir
le
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Figure A.5: Geometry involved in near and far re
e
tion solutions.

that the re
e
tion problem is solved in the analysis whi
h follows. It may or may

not be intuitive that for non-antipodal points E and P (i.e. E, P, and O are not


olinear) all solutions must lie on this great 
ir
le, so the degree to whi
h other

spe
ular re
e
tion solutions exist will be later investigated. For E and P antipodal,

there is 
lear degenera
y in the 
hoi
e of a plane though E, P, and O 
utting the sphere

and these interse
tions de�ne a set of great 
ir
les on whi
h the re
e
tion problem

needs to be solved. However, this solution set is equivalent to the ring de�ned by the

interse
tion of the plane passing through the two solution points, obtained on any

one great 
ir
le in the set, that is perpendi
ular to line

~

OE (or equivalently

~

OP or

~

PE).

The geometry involved in solving the problem on the great 
ir
le is shown in

�gure A.5 for re
e
tions in the far and near regions of the 
ir
le. It should be obvious

that any spe
ular re
e
tion point R must lie in one of these regions, otherwise a ve
tor
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from the origin 
annot bise
t the re
e
tion angle. After lines of (ne
essarily equal)

length d are drawn perpendi
ular to lines

~

ER and

~

PR, elementary trigonometry

yields the following relations for the far and near re
e
tion solutions:

d

R

= sin�

F

d

r

e

= sin�

F

d

R

= sin� 2�

F

+ �+ � + �+  = � (far region)

d

R

= sin�

N

d

r

e

= sin�

F

d

R

= sin� +  2�

N

+�� �� � = 0 (near region)

Combining the four equations for the far re
e
tion as well as for the near re
e
tion

and in
orporating the dot produ
t relation

�+  = � � 
os

�1

(ê � p̂) (A.25)

we get a trans
endental equation in �

F

and �

N

for the near and far regions, respe
-

tively:

R

r

e

sinf

1

3

[
os

�1

(ê � p̂)� �

F

℄g � sin�

F

= 0 (far region)

R

r

e

sinf

1

3

[� � 
os

�1

(ê � p̂) + �

F

℄g � sin�

F

= 0 (near region)

These trans
endental equations 
an be solved for � numeri
ally using root �nding

algorithms su
h as bise
tion or Brent's Method.

We now want to generate the rotation matrix R relating the original (double-

primed) 
oordinate system to a system (unprimed) where ê and p̂ are in the xz-plane

so that we 
an spe
ify the re
e
tion solution points. This is a

omplished by a (ZX)

Euler rotation about two Euler angles Æ and �. With appropriate repla
ement of

variables, the angles Æ and � are the same as in Se
tion A.2, namely,

Æ = 
os

�1

(
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y

00

e

z

00

�p

z

00

e

y

00

)

2

) � = 
os

�1

(

e

z

0

q

e

2

y

0

+e

2

z

0

)

294



d
^

êβ
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Figure A.6: (a)

^

d referen
ed by angle � o� arbitrary ve
tor ê (b) rotation of x̂

00

by

angle �� (
) then by angle ��.

This set of rotations yield the rotation matrix R, and an (XZ) Euler rotation about

angles �Æ and �� generates the inverse rotation matrix R

�1

so that we 
an transform

any ve
tor from one system to another by

~

V = R

~

V

00

and

~

V

00

= R

�1

~

V

Now that we have the set of solutions for near and far re
e
tion angles �

i

and

the rotation matri
es R and R

�1

, its just a matter of 
al
ulating the ve
tors

^

d and

~

R �

~

OR in the unprimed system and rotating them into the original (double-primed)

system. The unit ve
tor

^

d spe
ifying the photon dire
tion relative to the sour
e point

ve
tor

~

OE is easily 
al
ulated in the unprimed frame again using rotation of axes.

Figure A.6 shows how the solution to this problem is equivalent to rotating a unit

ve
tor x̂

00

by angles �� and ��. Note that sin� = e

z

and 
os� = �e

x

, where + is for

e

x

> 0 and � is for e

x

< 0. Using the rotation matrix R

0

(not to be 
onfused with

the previously de�ned matrix R!) for a rotation by angle � in the plane,

R

0

(�) =

0

B

B

�


os� sin�

�sin� 
os�

1

C

C

A

(A.26)
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then for e

x

> 0;

^

d = R

0

(��)R

0

(��) x̂

00

0

B

�

d

x

d

z

1

C

A

=

0

B

�

e

x

�e

z

e

z

e

x

1

C

A

0

B

�


os(��) sin(��)

�sin(��) 
os(��)

1

C

A

0

B

�

1

0

1

C

A

=

0

B

�

e

x


os� � e

z

sin�

e

x

sin� + e

z


os�

1

C

A

and for e

x

< 0;

^

d = R

0

(��)R

0

(��)(�

^

x

00

) (A.27)

0

B

�

d

x

d

z

1

C

A

=

0

B

�

�e

x

�e

z

e

z

�e

x

1

C

A

0

B

�


os(��) sin(��)

�sin(��) 
os(��)

1

C

A

0

B

�

�1

0

1

C

A

=

0

B

�

e

x


os� + e

z

sin�

e

x

sin� � e

z


os�

1

C

A

It should be 
lear from Figure A.5 that while these relations for

^

d are 
orre
t in the

near region, for the far region the dire
tional unit ve
tor gets an extra minus sign.

So in terms of � and ê, the photon dire
tional unit ve
tor in the far region is

^

d

F

=

8

<

:

(e

z

sin�

F

� e

x


os�

F

)x̂� (e

x

sin�

F

+ e

z


os�

F

)ẑ; for e

x

> 0

�(e

x


os�

F

+ e

z

sin�

F

)x̂+ (e

z


os�

F

� e

x

sin�

F

)ẑ; for e

x

< 0

(A.28)

and in the near region

^

d

N

=

8

<

:

(e

x


os�

N

� e

z

sin�

N

)x̂� (e

x

sin�

N

+ e

z


os�

N

)ẑ; for e

x

> 0

(e

x


os�

N

+ e

z

sin�

N

)x̂ + (e

x

sin�

N

� e

z


os�

N

)ẑ; for e

x

< 0

(A.29)

Now that we have

^

d, we 
an 
al
ulate the ve
tor

~

R spe
ifying the point in the

sphere in whi
h the re
e
tion takes pla
e and the total path length

~

ER +

~

OR. For

both the near and far solutions, we have the ve
tor relation
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m

^

d+ r

e

ê = Rr̂

R

(A.30)

Squaring both sides of this equation we get

m

2

+ r

e

2

+ 2mr

e

(ê �

^

d) = R

2

(A.31)

Substituting ê �

^

d = �
os� for the far re
e
tion and ê �

^

d = 
os� for the near solution,

we get

~

R =

8

<

:

m

^

d

F

+ r

e

ê; in far region

m

^

d

N

+ r

e

ê; in near region

(A.32)

where m is the length of

~

ER given by

m =

8

<

:

r

e


os�

F

+

p

R

2

� r

e

2

sin

2

�

F

; in far region

�r

e


os�

N

+

p

R

2

� r

e

2

sin

2

�

N

; in near region

(A.33)

Therefore, the total path length m

tot

� j

~

ER +

~

RP j= m+ j Rp̂�

~

R j or

m

tot

=

8

>

<

>

:

r

e


os�

F

+

p

R

2

� r

e

2

sin

2

�

F

+

q

2R(R� p̂ �

~

R

F

); in far region

�r

e


os�

N

+

p

R

2

� r

e

2

sin

2

�

N

+

q

2R(R� p̂ �

~

R

N

); in near region

(A.34)

where

~

R

F

and

~

R

N

are the ve
tors to the re
e
tion points in the far and near region

respe
tively whi
h were previously determined.

Using the inverse rotation matrix R

�1

, we 
an rotate the derived ve
tors

^

d and

~

R into the original (double-primed) 
oordinate system. Therefore, the dire
tion

^

d of

the photon from sour
e point E, the point R on the sphere where the re
e
tion will
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Figure A.7: Photon dire
tion 
osines for (a) antipodal and (b) non-antipodal sour
e

and sink points.

take pla
e, and the total photon path length m

tot

for all possible spe
ular re
e
tion

paths between E and P have been determined.

Earlier in the se
tion it was stated that all spe
ular re
e
tion points for non-

antipodal points lie on the unique great 
ir
le de�ned by these points. The 
omputer

routine whi
h implements the algorithm des
ribed in se
tion A.3.2 
an be used to test

this 
onje
ture. In fa
t, this routine 
an be used to �nd all 1

st

order re
e
tion paths

between two points by generating photons in all dire
tions from the sour
e point and

re
ording the dire
tion of any photons ending up within some small toleran
e on the

sink point. The mean of the distribution of those photon dire
tions should be a good

estimator of the true photon dire
tion solution between the sour
e and sink points.

Figure A.7 shows the results of su
h an approa
h for one set of (a) antipodal and (b)

non-antipodal sour
e and sink points, whi
h ba
ks up the previous 
onje
ture about

the non-antipodal pair solution set. Figure A.7(a) 
orresponds to the sour
e point at
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Figure A.8: Plots of the trans
endental equations in the near and far regions for

non-antipodal sour
e and sink points.

(0; 0;

2

3

R) and the sink point at (0; 0;�1), in whi
h the ring of dire
tion solutions is

evident. Figure A.7(b) 
orresponds to the sour
e point at (0:905R; 0; 0:095R) and sink

point at (0; 0; 1), in whi
h all three solutions lie in the xz-plane. What do we get from

the 
omputer routine implementing the algorithm des
ribed in this se
tion for the

non-antipodal pair example above? Figure A.8 shows the trans
endental equations

for this sour
e/sink pair in whi
h three solutions - one far re
e
tion and two near

re
e
tions - are 
learly evident. When these � solutions are properly transformed to

give the allowed photon dire
tions, they 
orrespond pre
isely to the means of the dir

x

,

dir

y

, and dir

z

distributions (see Figure A.7(b)) generated by the 
omputer routine

from se
tion A.3.2. The results from analysis of the non-antipodal pair example are

summarized in Table A.1:
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Point to point algorithm Point and dir algorithm

�(rad) dir

x

dir

y

dir

z

dir

x

dir

y

(10

�3

) dir

z

0.3944 -0.8781 0.0 -0.4785 -0.8780�0.0001 -0.6�0.4 -0.4787�0.0002

1.047 0.4073 0.0 0.9133 0.4074�0.0002 0.5�0.3 0.9132�0.0001

1.700 -0.2320 0.0 0.9727 -0.2320�0.0002 0.4�0.4 0.9727�0.0001

Table A.1: Results for the non-antipodal pair: sour
e pt at (0:905R; 0; 0:095R) and

sink pt at = (0; 0; 1) implementing the algorithms des
ribed in se
tion A.3.2 and

se
tion A.3.3. A toleran
e of 10 
m was used in the \point and dir" method of

se
tion A.3.2 and 1� errors are shown.

A.4 Uniform S
attering

In this se
tion, the problem of in
luding a simple s
attering model into the Path Fitter

PDF is dis
ussed. In this 
ase, we outline how one would in
lude uniform, isotropi


s
attering, with photons s
attered exa
tly on
e on their way from the hypothesized

ele
tron position to a given PMT.

The form of the PDF for s
attering is same as Equation A.3, ex
ept now there

are a 
ontinuum of paths - one for ea
h s
atterer at S, that 
onne
t the hypothesized

sour
e position and i

th

PMT,

P

s
at

s

(t

i

) = P

TIM

s

(t

i

)N




�

is

e

�N




�

is

(A.35)

where �

is

is the probability for a Cerenkov photon generated by the ele
tron and

s
attered at S to be dete
ted by the i

th

PMT.

The s
attered light PDF is 
onstru
ted by 
onsidering the probability that a

PMT at ~r

i

is hit at time t

i

by an photon s
attered isotropi
ally within the volume


onstrained by the PSUP. In
orporating s
attering into the PDF is 
ompli
ated in

general, so the following simplifying assumptions are made:
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� A photon generated at E s
atters exa
tly on
e along its path to P

� The angular distribution of s
attered photons at any s
atter point S is uniform

(i.e. s
attering is isotropi
)

� The s
attering volume within the PSUP is uniform with a s
attering length �

s

The s
attered light PDF is then 
onstru
ted by 
al
ulating the probability P

s

for a

photon to hit a PMT at P with time t

i

after s
attering at an arbitrary point S within

the PSUP volume V, and then integrating over all possible S in V (see Figure A.4),

P

s
at

(t

i

) =

Z

S�V

P

s
at

s

(t

i

)dV (A.36)

The angular probability, �

is

, in Equation A.35 
an be thought of as the produ
t of

several probabilities,

�

is

= P

1

P

2

P

3

P

4

(A.37)

where the probabilities P

i

are shown below

� P

1

= probability that a relativisti
 ele
tron moving in a dire
tion

^

d

e

will generate

a Cerenkov photon in a dire
tion

^

d




(�; �)

= g[�

s

(�; �)℄, where �

s

(�; �) = 
os

�1

[

^

d

e

�

^

d




(�; �)℄

� P

2

= probability of s
attering after a distan
e r, whi
h is the intera
tion prob-

ability times the photon survival probability over a distan
e r

=

1

�

s

e

�

r

�

s

� P

3

= probability of s
attering at S into the solid angle 
(r; �; �) subtended by

a PMT at P times the probability of s
attering in a dire
tion

^

SP � r̂

0

(r; �; �)

301



d γ
^

sd
^

(r, Θ, Φ)

(Θ, Φ)

(Θ, Φ)

d
^

e (Θ, Φ)

S

O

Px

z

r

r

re p

s

r’

r

m

α

Figure A.9: Figure showing the ve
tors invloved in the s
attering problem.
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= 
(r; �; �)

1

4�

= [r̂

0

(r; �; �) � r̂

p

)℄

�r




2

[r

0

(r;�;�)℄

2

1

4�

,

where ~r

0

(r; �; �) = ~r

p

�~r

s

is the distan
e from the s
atterer at S to the PMT at

P.

� P

4

= probability of traveling a distan
e r

0

(r; �; �) without s
attering, whi
h

under our assumption of exa
tly one s
atter,

= 1 (otherwise it would be e

�

r

0

(r;�;�)

�

s

)

The total s
attering probability is then 
al
ulated by integrating over all S�V , and is

given by

P

s
at

(t

i

) =

2�

Z

0

�

Z

0

m(�;�)

Z

0

P

TIM

(t

i

; r; �; �)N




�

i

(r; �; �)e

�N




�

i

(r;�;�)

sin� r

2

drd�d� (A.38)

where

�

i

(r; �; �) =

1

4��

s

g[�

s

(�; �)℄
(r; �; �)e

�

r

�

s

(A.39)

and

m(�; �) = �~r

e

�

^

d




(�; �) +

r

(~r

e

�

^

d




(�; �))

2

� (r

2

e

� R

2

) (A.40)

is the distan
e from the ele
tron to the PSUP along in the dire
tion interse
ting the

s
attering point S (i.e.

^

d




(�; �))

Re
all that P

TIM

(t

i

; r; �; �) is the time fun
tion that represents the probability of

re
ording a PMT time t

i

given a photon TOF,

r+r

0

(r;�;�)




. One 
ould imagine a using

a Gaussian time jitter for the form of P

TIM

(r; �; �),

P

TIM

(r; �; �) =

1

�

p

2�

e

�

1

2�

2

ft

i

�[

r+r

0

(r;�;�)




+t

e

℄g

2

: (A.41)

Note that the s
attering probability shown in Equation A.38 involves 3D integra-
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tion at ea
h hypothesized ele
tron position, dire
tion, and time. This is very 
om-

putationally intensive. One 
ould make the simplifying approximation of no PMT

jitter, handwaving that the time smearing from the s
attering dominates over PMT

jitter, whi
h redu
es the dimensionality of the integration. This e�e
tively repla
es

P

TIM

(t

i

; r; �; �) with a Æ-fun
tion at the s
attered photon TOF, and is given by

P

TIM

(r; �; �) = Æ(r � r

TOF

(�; �)); (A.42)

where r

TOF

(�; �) is the root (if one exists) of the equation

t

p

� [

r + r

0

(r; �; �)




+ t

e

℄ = 0 (A.43)

su
h that 0 � r

TOF

(�; �) � m(�; �)

Inserting the Æ-fun
tion form of P

TIM

(r; �; �) and performing the radial integration

yields

P

s
at

(t

i

) =

2�

Z

0

�

Z

0

N




�

i

(r

TOF

; �; �)e

�N




�

i

(r

TOF

;�;�)

sin� r

2

TOF

d�d� (A.44)

This form of probability 
ould then be used as the s
attering PDF in �tting events,

on
e the s
attering length is known.
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Appendix B

Energy S
ale Interpolation

In this appendix, a method for energy s
ale interpolation is presented. The purpose

is to 
orre
t the average Monte Carlo (MC) energy response fun
tion based on

16

N


alibrations to redu
e the sensitivity of energy s
ale to opti
al model un
ertainties.

B.1 Preparing the Grid

This se
tion des
ribes 
onstru
tion of the grid used to interpolate the di�eren
e be-

tween 
alibration data and

16

N sour
e MC (see Figure B.1). The

16

N xz-s
an data

was re
onstru
ted using the standard SNOMAN time �tter. This re
onstru
tion was

similarly performed on MC using the Opti
s 6b opti
al 
onstants for

16

N sour
e sim-

ulation with the sour
e at the same positions as the xz-s
an data. 100k events were

generated in the MC. Ea
h of the MC and 
alibration data events were separately

pla
ed in one of four bins a

ording their re
onstru
ted dire
tion relative to a point
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Figure B.1: Figure showing the grid used in energy s
ale interpolation (bla
k 
ir
les).

The red points are

16

N sour
e positions used in the grid generation. Sour
es with x < 0

are mapped to positive-x sour
e positions to gain statisti
s, e�e
tively averaging over

azimuthal asymmetries near the x-z dete
tor plane.
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in the ne
k. Spe
i�
ally, they were binned a

ording to their value of �

ne
k

, where


os �

ne
k

=

^

d

fit

� (~r

fit

+ 650ẑ)

j ~r

fit

+ 650ẑ j

(B.1)

Therefore, �

ne
k

= 0 is toward the ne
k at the re
onstru
ted position and �

ne
k

= � is

away from the ne
k.

For ea
h of the four �

ne
k

bins, two 2D grids - one for MC and one for 
alibration

data - are generated in the variables �

fit

=

q

(x

2

fit

+ y

2

fit

) �j x

fit

j and z

fit

. The


hosen grid spa
ing is 5 �

fit

points from 0 to 550 
m and 10 z

fit

points from -550 
m

to 550 
m, 
orresponding to a 1.1 m spa
ing. Ea
h grid point 
ontains the mean of a

Gaussian �t to the NHIT distribution of events re
onstru
ting \near" the grid point.

The value of \near" depends on the required statisti
s and the available 
alibration

data. An event is added to a given grid point i if all of the following are true:

� j y

fit

j< 75 
m (i.e. near the xz-plane)

� 28 < NHIT < 90

� j x

fit

� �

i

j< 40 
m and j z

fit

� z

i

j< 40 
m

� Re
onstru
ted distan
e from the sour
e is not \too large" (
urrently not imple-

mented, but this would avoid outlying grid points 
ontaining large fra
tions of

poorly re
onstru
ted events)

The �nal output grids (one for ea
h of the four �

ne
k

bins) used in energy s
ale

interpolation are 
reated with the same spa
ing, however ea
h grid point now 
ontains

the di�eren
e between the previous two grid sets (MC and data). Therefore, these new

grids, �

k

, 
ontain the di�eren
e in mean response between the MC and 
alibration
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data at \dis
rete" points in �

fit

and z

fit

for the k

th

bin in �

ne
k

. As su
h, value at

any grid point i and �

ne
k

bin k is given by

�

k

i

= Nhit

k;MC

i

�Nhit

k;data

i

Additionally, by expli
it 
onstru
tion �

k

i

= 0 if, and only if,

� The statisti
al error on the fra
tional di�eren
e,

�

k

i

Nhit

k;data

i

, is larger than 2.5%

� There are fewer than 150 entries in the grid point

These requirements are to get a statisti
ally signi�
ant response at ea
h grid point

and avoid bad Gaussian �ts to either NHIT distribution (data or MC). Figure B.2

shows the grid points whi
h survive these two 
riteria for ea
h of the four �

ne
k

bins.

B.2 Using the Grid

The �

k

grids, 
ontaining the average di�eren
e in response between data and MC at

16

N energies, 
an now be used to adjust the MC response at di�erent energies in the

following way. An event is generated and re
onstru
ted at a point (�

fit

; z

fit

; �

ne
k

).

The value of �

ne
k

will fall into one of the �

ne
k

bins, so we use the 
orresponding �

k

grid. The point (�

fit

; z

fit

) is in general not on a grid point, so we use bi
ubi
 spline

interpolation to get the value of �

k

N16

, whi
h is the interpolated di�eren
e in response

at an arbitrary point. The NHIT of the MC event is then adjusted a

ording to the

following transformation:

NHIT ! NHIT ��

k

N16

�

N




N

N16
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Figure B.2: Figure showing grid points with enough statisti
s to use in the energy

s
ale interpolation s
heme.
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where N




is the number of Cerenkov photons generated in the event and N

N16




is the

mean of the Cerenkov number distribution of simulated

16

N sour
e events. It should

be noted that two primary assumptions that are impli
it in this transformation are:

� The di�eren
e between MC and a
tual response from the

16

N sour
e is az-

imuthally symmetri
.

� The di�eren
e between MC and a
tual response from the

16

N sour
e s
ale lin-

early with the number of Cerenkov photon generated relative to the mean num-

ber of Cerenkov photons from the

16

N

B.3 E�e
t of Applying Response Corre
tions to

Grid Data

To 
he
k that the interpolation s
heme is able to 
orre
t the data upon whi
h it

is based, the e�e
t of applying 
orre
tions to the data used to generate the grid is

investigated. One expe
ts the agreement between the xz-s
an

16

N data and MC energy

s
ale to get better if 
orre
tions are applied, whi
h is indeed the 
ase (Figures B.3).

B.4 Fitter Dependen
e

The Monte Carlo used to generate the interpolation grid was derived from

16

N sim-

ulations and sour
e data re
onstru
ted with the Time Fitter. The reason for using

the Time Fitter is for speed of grid generation, sin
e a large amount of Monte Carlo

is required. Neutrino data is re
onstru
ted with the Path Fitter, so we need to 
he
k

that the 
orre
tions are sensible using di�erent �tters. Figures B.4, and B.5 show x
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Figure B.3: Energy s
ale before and after energy interpolation for the De
99
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x-s
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Figure B.4: Energy s
ale before and after energy interpolation for the De
99

16

N

x-s
an using the Path Fitter.

and z s
an 
omparisons between 
orre
ted

16

N Monte Carlo and sour
e data used to

generate the interpolation grids. Noti
e that the 
onsisten
y of the 
orre
tion is not


ompromised by using a di�erent �tter (Path Fitter in this 
ase).
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Appendix C

Trigger EÆ
ien
y Follow-up

This appendix provides a follow-up to the trigger eÆ
ien
y dis
ussion 
ontained in

the main text.

C.1 Che
ks and Systemati
s

Numerous 
he
ks have been performed that support the validity of the trigger ef-

�
ien
y results. This se
tion in
ludes a brief des
ription of these 
he
ks, as well

as some dis
ussion regarding how disabled 
hannels 
an a�e
t the trigger eÆ
ien
y

results. Additional details 
an be found in [61℄.

Early attempts to measure the trigger eÆ
ien
y were performed using the MTC/D

trigger word to determine how often the trigger thresholds �re in response to di�used

light from the laser. In this method, the laser trigger timing is 
arefully tuned so that

the majority of trigger �rings get lat
hed into the trigger word. The relatively narrow

lat
hing window - although useful for normal data taking - leads to un
ertainties in

the method whi
h are greatly redu
ed in the FEC/D lat
h method. However, the
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Figure C.1: Measured trigger eÆ
ien
y using the laserball with the MTC/D as the

trigger lat
h. The laserball position is x = y = z = 0.
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method 
an still be used as an approximate 
he
k of the FEC/D results. The results

of the MTC/D lat
h method are shown in Figure C.1 and are 
onsistent with the

results of the FEC/D lat
h method.

The NHIT triggered data 
an also be used to estimate the eÆ
ien
y. The fa
t

that the same trigger sum is dis
riminated with di�erent thresholds allows one to use

a lower threshold as a triggered sour
e of 
orrelated hits for a higher threshold for

whi
h the eÆ
ien
y is estimated. Sin
e the MTC/D trigger word is used to determine

how often the higher threshold �res and be
ause in order to 
ount the number of in-

time 
hannels one needs to estimate the shape of the trigger sum from the PMT hit

times, this method is 
onsidered even more approximate than the laserball MTC/D

lat
h method. The trigger eÆ
ien
y results are shown in Figure C.2. Note that the

statisti
s are still poor above

~

N = 30, so one needs to augment the data sample with

more high NHIT data if a better limit is desired. However, the shape of the 
urve is

reasonably 
onsistent with the N100HI threshold results using the laser with MTC/D

lat
h method presented in Se
tion 5.6.5, with a trigger turn-on of � 3:8 NHIT and a

similar 100% eÆ
ien
y value of

~

N (� 28).

Several systemati
 e�e
ts were investigated. Re
all that a 93 ns sliding window

was used to 
ount the number of in-time 
hannels. This is a 
onvenient parame-

terization of the problem sin
e this window 
orresponds to the width of the analog

trigger primitives that determine the trigger 
oin
iden
e time. Although not stri
tly

a systemati
 on the measurement, the 
urves were 
ompared when the window width

was 
hanged by �10% and little di�eren
e was found, demonstrating that there is

no �ne-tuning in the 
hoi
e of parameterization. Timing 
alibrations 
an also a�e
t

the measurement, sin
e the 
alibrated PMT times are used to estimate the number

of in-time 
hannels. This was 
he
ked by 
omparing the eÆ
ien
y 
urves both with
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Figure C.2: Measured trigger eÆ
ien
y using the NHIT triggered data from standard

neutrino runs.
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and without PCA 
alibrations applied, and essentially no di�eren
e was found. This


he
ks timing errors of � 5 ns, whi
h is quite a bit larger than the expe
ted error in

the full timing 
alibration. Finally, the sensitivity of the eÆ
ien
y results to 
hanges

in the FEC/D 
harge 
ut used in the method was investigated. The results were

un
hanged when the 
ut was 
hanged by �50%, indi
ating the method is largely

insensitive to the FEC/D 
harge used to determine how often the trigger thresholds

�re in response to the laser light.

C.2 E�e
t of Missing Channels on Trigger EÆ-


ien
y

In Se
tion 5.6.3, it was pointed out that 
hannels whi
h a
quire data but do not


ontribute to the trigger sum are a sour
e of ineÆ
ien
y in the trigger system. At the

time the trigger eÆ
ien
y data was taken, there were a number of su
h 
hannels in

the system that smear out the eÆ
ien
y 
urve (other sour
es of ineÆ
ien
y des
ribed

in Se
tion 5.6.3 also 
ontribute to a broadening of the eÆ
ien
y 
urve). A large

fra
tion of these 
hannels had their triggers deliberately disabled due to ex
essive

CMOS dropout, and some were simply dead be
ause of some failure in the hardware.

In this se
tion, the e�e
t of adding dead trigger 
hannels on the full eÆ
ien
y

~

N point

reported in Se
tion 5.6.5 is estimate. This is important be
ause the analyzer needs to

know how the results presented in this report are modi�ed by 
hanges in the trigger

hardware state 
orresponding to the data being analyzed.

The \dead trigger 
hannels" relevant for studying 
hanges in the trigger eÆ
ien
y

are 
hannels whi
h have their triggers disabled (i.e. do not 
ontribute to the analog
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trigger sum) but their sequen
ers enabled whi
h allows them to a
quire data. These


hannels redu
e the eÆ
ien
y be
ause they are in
luded in the 
ount of in-time 
han-

nels but lower the probability for the NHIT trigger to �re sin
e they do not 
ontribute

to the analog trigger sum. Channels whi
h have both their triggers and sequen
ers

disabled are simply \dead 
hannels" whi
h are sour
es of ineÆ
ien
y to the overall

a

eptan
e mu
h like PMTs without high voltage applied.

In the trigger eÆ
ien
y runs taken on 10/25 and 10/26/99, whi
h 
omprise the

data for this trigger eÆ
ien
y analysis, there were 9719 
hannels enabled to a
quire

data (i.e. sequen
ers enabled) and 9307 of these 
hannels also had their NHIT triggers

enabled based on information extra
ted from the DQCH banks written by the DAQ.

Therefore, the trigger eÆ
ien
y results in this thesis 
orrespond to a 9719 
hannel

dete
tor with 4.2% of the triggers disabled. To estimate how mu
h the eÆ
ien
y is

redu
ed when additional trigger 
hannels are disabled, 
onsider the following. There

are N

trig

total trigger 
hannels enabled in the system when the eÆ
ien
y, �(

~

N), is

measured. An additional fra
tion, f

dead

, of these 
hannels then have their triggers

disabled and the eÆ
ien
y 
urve 
hanges to �

0

(

~

N). An estimate of the 
hange in

eÆ
ien
y at a given number of in-time 
hannels,

~

N

o

, is given by

�(

~

N

o

)� �

0

(

~

N

o

) = f

dead

[1� �(

~

N

o

� 1)℄ + f

2

dead

[1� �(

~

N

o

� 2)℄ + � � �

The i

th

term in the sum is the probability for getting i trigger disabled hits in

the event times the redu
tion of eÆ
ien
y in having only

~

N

o

� i in-time 
hannels in

the analog trigger sum rather than

~

N

o

. This is a
tually not quite right, parti
ularly

when

~

N

o

is 
omparable to f

dead

N

trig

, the number of newly disabled trigger 
hannels,

whi
h is the most likely 
ase sin
e this represents adiabati
 
hanges in the dete
tor


on�guration. In this 
ase, one in
ludes the fa
t that a 
hannel 
an not be hit twi
e in

319



0.00 0.10 0.20 0.30 0.40

Fraction of disabled triggers

0.00

0.10

0.20

0.30

0.40

0.50

D
ec

re
a
se

 i
n

 a
b

so
lu

te
 e

ff
ic

ie
n

cy

Effect of Disabled Triggers on Efficiency

Ntrig = 9307, Uses FEC/D latch curve w/PCA and LB z = 0 m

18 in−time hits, e(18) = 0.751

Figure C.3: Redu
tion in eÆ
ien
y versus the fra
tion of newly disabled trigger 
han-

nels for

~

N

o

= 18 (left) and

~

N

o

= 23 (right).

the same event (although a PMT 
an!) and a hit in a newly disabled trigger 
hannel

removes it from the population of dead trigger 
hannels to be pi
ked from. Therefore,

one gets in the limit where the fra
tion of good trigger 
hannels remains the same,

the following modi�ed series

�(

~

N

o

)� �

0

(

~

N

o

) = f

dead

[1� �(

~

N

o

� 1)℄ + f

dead

(f

dead

�

1

N

trig

)[1� �(

~

N

o

� 2)℄ + � � �,

whi
h 
an be written in a more 
ompa
t form as

�(

~

N

o

)� �

0

(

~

N

o

) =

min(

~

N

o

;f

dead

N

trig

)

P

i=1

f

i

Q

j=1

(f

dead

�

j�1

N

trig

)[1� �(

~

N

o

� i)℄g

The min(

~

N

o

; f

dead

N

trig

) upper limit is in
luded to terminate the sum when 
ontribu-

tions from all the dead trigger 
hannels have been in
luded.

The results of 
al
ulating the previous sum with N

trig

= 9307 are shown in Fig-

ure C.3 for

~

N

o

= 18 and

~

N

o

= 23. Note that while the redu
tion in eÆ
ien
y is

substantial at

~

N

o

= 18 where the eÆ
ien
y 
hanges rapidly, the full eÆ
ien
y is
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nearly una�e
ted even with relatively large fra
tions of the triggers disabled. This is

be
ause at

~

N

o

= 23 it takes several random 
han
e hits of the dead trigger 
hannels

to make a substantial 
hange in the eÆ
ien
y whi
h is unlikely when only a small

fra
tion of the good trigger 
hannels are disabled.

It should be noted that this approximation assumes that 
hannels are hit at ran-

dom. This would be a good approximation for isotropi
 light at the 
enter of the

dete
tor and the dead trigger 
hannels were distributed uniformly over the PSUP.

However, in reality, dead trigger 
hannels are strongly 
orrelated to 
ertain 
hannels

that are prone to ex
essive CMOS dropout and hen
e the PMTs 
onne
ted to them

have a non-uniform distribution on the PSUP whi
h 
ompli
ates the estimate. Still,

the equation presented in this se
tion should give a rough estimate of the e�e
t of

disabling trigger 
hannels on the trigger eÆ
ien
y.
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